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0.1 Numerical Differentiation and Integration

0.1 Numerical Differentiation and Integration

f ′(x0) =
f(x0 + h)− f(x0)

h
− h

2
f ′′(ξ)

This formula is known as the forward-difference formula if h > 0 and the backward-

difference formula if h < 0. To obtain general derivative approximation formulas, suppose

that [x0, x1, . . . , xn] are (n + 1) distinct numbers in some interval I and that f ∈ Cn+1(I).

From Theorem (eq 67)

f(x) =

n∑
k=0

f(xk)Lk(x) +
(x− x0) · · · (x− xn)

(n+ 1)!
f (n+1)(ξ(x)),

for some ξ(x) in I, where Lk(x) denotes the k-th Lagrange coefficient polynomial for f at

x0, x1, . . . xn. Differentiating this expression gives (at xj)

f ′(xj) =

n∑
k=0

f(xk)L′k(xj) +
f (n+1)(ξ(xj))

(n+ 1)!
Π(xj − xk).

which is called an (n+1)-point formula to approximate f ′(xj).

We first derive some useful three-point formulas. Since

L0(x) =
(x− x1)(x− x2)

(x0 − x1)(x0 − x2)
, we have L′0(x) =

2x− x1 − x2
(x0 − x1)(x0 − x2)

Hence

f ′(xj) = f(x0)

[
2xj − x1 − x2

(x0 − x1)(x0 − x2)

]
+ f(x1)

[
2xj − x0 − x2

(x1 − x0)(x1 − x2)

]
+ f(x2)

[
2xj − x0 − x1

(x2 − x0)(x2 − x1)

]
+

1

6
f (3)(ξj)Π

2(xj − xk), (1)

for each j = 0, 1, 2. Using with xj = x0, x1 = x0 + h and x2 = x0 + 2h gives

f ′(x0) =
1

h

[
−3

2
f(x0) + 2f(x1)− 1

2
f(x2)

]
+
h2

3
f (3)(ξ0)

Doing the same for xj = x1 and xj = x2

f ′(x1) =
1

h

[
−1

2
f(x0) +

1

2
f(x2)

]
+
h2

6
f (3)(ξ1)

f ′(x2) =
1

h

[
1

2
f(x0)− 2f(x1) +

3

2
f(x2)

]
+
h2

3
f (3)(ξ2)

Since x1 = x0 + h and x2 = x0 + 2h

and rewriting
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The last of these equations can be obtained from the first by replacing h with −h. Although

errors are O(h2), the middle is approximately half, because uses both sides of x0.

Similarly there are five-point formulas whose error term is O(h4)

(hw: f ′(x) = (x+ 1)ex and error, in range:[1.8, 2.2, 0.1], using three-point f/b: h=0.1, -0.1,

middle: h=0.1, 0.2. middle five point: h=0.1)
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0.2 Numerical integration

f ′′(x0) =
1

h2
[f(x0 − h)− 2f(x0) + f(x0 + h)]− h2

12
f (4)(ξ)

0.2 Numerical integration

The basic method involved in approximating
∫ b
a
f(x)dx is called numerical quadrature. It uses

a sum

n∑
i=0

aif(xi)

to approximate
∫ b
a
f(x)dx. The methods of quadrature are based on the interpolation poly-

nomials. We integrate the Lagrange interpolating polynomial

Pn(x) =

n∑
i=0

f(xi)Li(x)

and its truncation error term over [a, b] to obtain

where ξ(x) is in [a, b] for each x and

ai =

∫ b

a

Li(x)dx for each i = 0, 1, ...n

The quadrature formula is therefore∫ b

a

f(x)dx ≈
n∑
i=0

aif(xi)

0.3 Trapezoidal rule

Let x0 = a, x1 = b, h = b− a and use the linear Lagrange polynomial:

P1(x) =
x− x1
x0 − x1

f(x0) +
x− x0
x1 − x0

f(x1)
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Then

∫ b

a

f(x)dx =

∫ x1

x0

[
x− x1
x0 − x1

f(x0) +
x− x0
x1 − x0

f(x1)

]
dx− h3

12
f ′′(ξ)

Consequently

∫ b

a

f(x)dx =

∫ x1

x0

[
(x− x1)2

2(x0 − x1)
f(x0) +

(x− x0)2

2(x1 − x0)
f(x1)

]
dx− h3

12
f ′′(ξ) (2)

=
x1 − x0

2
[f(x0) + f(x1)]− h3

12
f ′′(ξ) (3)

and therefore ∫ b

a

f(x)dx =
h

2
[f(x0) + f(x1)]− h3

12
f ′′(ξ) (4)

0.4 Simpson’s rule

Results from integrating over [a, b] the second Lagrange polynomial with nodes x0 = a, x2 = b

and x1 = a+ h, where h = (b− a)/2, or an alternative formula. Suppose that f is expanded in

the third Taylor polynomial about x1. Then for each x in [x0, x2]

f(x) = f(x1) + f ′(x1) +
f ′′(x1)

2
(x− x1)2 +

f ′′′(x1)

6
(x− x1)3 +

f (4)(ξ(x))

24
(x− x1)4 (5)

∫ x2

x0

f(x)dx =

[
f(x1)(x− x1) +

f ′(x1)

2
(x− x1)2 +

f ′′(x1)

6
(x− x1)3 +

f ′′′(x1)

24
(x− x1)4

]x2

x1

+O(h5)
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0.5 closed Newton- Cotes

However h = x2 − x1 = x1 − x+ 0. Consequently

∫ x2

x0

f(x)dx = 2hf(x1) +
h3

3
f ′′(x1) +O(h5)

If we now replace f ′′(x1) by the approximation, we have∫ x2

x0

f(x)dx = 2hf(x1) +
h3

3

{
1

h2
[
f(x0)− 2f(x1) + f(x2) +O(h2)

]}
+O(h5)

∫ x2

x0

f(x)dx =
h

3
[f(x0) + 4f(x1) + f(x2)] +O(

h5

90
)

0.5 closed Newton- Cotes

n = 1: Trapezoidal rule∫ x1

x0

f(x)dx =
h

2
[f(x0) + f(x1)]− h3

12
f ′′(ξ) (6)

n = 2: Simpson’s rule

∫ x2

x0

f(x)dx =
h

3
[f(x0) + 4f(x1) + f(x2)] +

h5

90
f (4)(ξ) (7)

n = 3: Simpson’s 3/8 rule

∫ x3

x0

f(x)dx =
3h

8
[f(x0) + 3f(x1) + 3f(x2) + f(x3)] +

3h5

80
f (4)(ξ) (8)

n = 4:

∫ x4

x0

f(x)dx =
2h

45
[7f(x0) + 32f(x1) + 12f(x2) + 32f(x3) + 7f(x4)]− 8h7

945
f (6)(ξ) (9)

0.6 open Newton- Cotes

n = 0: Midpoint rule ∫ x1

x−1

f(x)dx = 2hf(x0) +
h3

3
f ′′(ξ) (10)

n = 1:

∫ x2

x−1

f(x)dx =
3h

2
[f(x0) + f(x1)] +

3h3

4
f ′′(ξ) (11)
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n = 2:

∫ x3

x−1

f(x)dx =
4h

3
[2f(x0)− f(x1) + 2f(x2)] +

14h5

45
f (4)(ξ) (12)

n = 3:

∫ x4

x−1

f(x)dx =
5h

24
[11f(x0) + f(x1) + f(x2) + 11f(x3)] +

95h5

144
f (4)(ξ) (13)

(hw: f(x)[0, 2], x2, x4, 1/(1 + x),
√

1 + x2, sinx, ex, Trapezoidal, Simpsons, Simpsons 3/8)
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0.8 Unequal Segments

(hw:
∫ 2

0
e2x sin 3xdx, n =? , h, Midpoint, Trapezoidal, Simpson, 10−4 )

-7-
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0.7 Composite Numerical Integration

0.7 Composite Numerical Integration

0.8 Unequal Segments

0.9 Romberg integration

Richardson’s extrapolation, are error-correction techniques use two estimates of an integral to

compute a third, more accurate approximation.

∫ b

a

f(x)dx =
h

2

f(a) + f(b) + 2

m−1∑
j=1

f(xj)

− h2K2 (14)

xj = a+ jh. We use m1 = 1,m2 = 2,m3 = 4, and mn = 2n−1. The step size corresponding

to mk is hk = (b− a)/mk = (b− a)/2k−1. Then,

∫ b

a

f(x)dx =
hk
2

f(a) + f(b) + 2

2k−1−1∑
i=1

f(a+ ihk)

− h2K2 (15)

The parenthesis, we call it Rkl , to then

R1,1 =
h1
2

[f(a) + f(b)] =
(b− a)

2
[f(a)− f(b)] (16)

R2,1 =
h2
2

[f(a) + f(b) + 2f(a+ h2)] (17)

=
(b− a)

4

[
f(a) + f(b) + 2f

(
a+

(b− a)

2

)]
(18)

=
1

2
[R1,1 + h1f(a+ h2)] (19)

Rk,1 =
1

2

Rk−1,1 + hk−1

2k−2∑
i=1

f(a+ (2i− 1)hk)

 (20)

(py: do it)

0.10 Richardon’s extrapolation

Suppose that we have a formula N(h) that approximates a unknown value M and the truncation

error has the form

-9-



M = N(h) +K1h+K2h
2 +K3h

3 . . .

Consider the result when we replace the parameter h by half its value. Then

M = N

(
h

2

)
+K1

h

2
+K2

h

4

2

+K3
h

8

3

. . .

Substracting them (×2)

M =

[
N

(
h

2

)
+

(
N

(
h

2

)
−N(h)

)]
+K2

(
h2

2
− h2

)
+K3

(
h3

4
− h3

)
(21)

We define

N2(h) = N1

(
h

2

)
+

[
N1

(
h

2

)
−N1(h)

]
Therefore, we have the O(h2)

M = N2(h)− K2

2
h2 − 3K3

4
h3 − · · ·

If we replace h by h/2 in this formula we have

M = N2

(
h

2

)
− K2

8
h2

and after some algebra, we have

M = N3(h) +
K3

8
h3

In gral
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0.11 Adaptative Quadrature Methods

M = N(h) +

m−1∑
j=1

Kjh
j +O(hm)

then for each j = 2, 3, ...,m

Nj(h) = Nj−1

(
h

2

)
+
Nj−1(h/2)−Nj−1(h)

2j−1 − 1

Applied to Trapezoidal formula, with k = 2, 3, . . . , n

Rk,j = Rk,j−1 +
Rk,j−1 −Rk−1,j−1

4j−1 − 1

0.11 Adaptative Quadrature Methods

Adaptive quadrature methods adjust the step size so that small intervals are used in regions of

rapid variations and larger intervals are used where the function changes gradually.

Apply Simpson’s with step size h = (b− a)/2

∫ b

a

f(x)dx = S(a, b)− h5

90
f (4)(µ)

where

S(a, b) =
h

3
[f(a) + 4f(a+ h) + f(b)]

Now, we apply the Composite Simpson’s rule with n = 4 and step size (b− a)/4 = h/2

∫ b

a

f(x)dx =
h

6

[
f(a) + 4f

(
a+

h

2

)
+ 2f(a+ h) + 4f

(
a+

3h

2

)
+ f(b)

]
−
(
h

2

)4
(b− a)

180
f (4)(µ)
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To simplify notation

S

(
a,
a+ b

2

)
+ S

(
a+ b

2
, a

)
− 1

16

(
h5

90

)
f (4)(µ) ≈ S(a, b)− h5

90
f (4)(µ) (22)

so

h5

90
f (4)(µ) ≈ 16

15

[
S(a, b)− S

(
a,
a+ b

2

)
− S

(
a+ b

2
, a

)]
(23)

Thus if,

When the approximation differ by more than 15ε, we apply the Simpson’s rule technique

individually to the subintervals [a, (a+b)/2] and [(a+b)/2, b]. Then we use the error estimation

procedure to determine if the approximation to the integral on each subinterval is within a

tolerance of ε/2. If so, we sum the approximations.

(hw: integral in first hw, w/ Exact, Trapez, Sim, Quad)
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0.12 Multiple Integrals

0.12 Multiple Integrals

(py: github)
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0.13 Gaussian Quadrature

All the Newton-Cotes formulas use values of the function at equally-spaced points. Gaussian

quadrature chooses the points for evaluation in an optimal, rather than equally spaced way.

This restriction is convenient when the formulas are combined to form the composite rules, but

it can significantly decrease the accuracy of the approximation.

Gaussian quadrature chooses the points for evaluation in an optimal, rather than equally

spaced, way. The nodes x1, x2, ...xn in the interval [a, b] and coefficients c1, c2, ...cn are chosen

to minimize the expected error obtained in the approximation

∫ b

a

f(x)dx ≈
n∑
i=1

cif(xi)

For illustration, we select the coefficients and nodes when n = 2 and the interval of integra-

tion is [−1, 1].

Suppose we want to determine c1, c2, x1 and x2

-14-



0.13 Gaussian Quadrature

∫ 1

−1
f(x)dx ≈ c1f(x1) + c2f(x2)

gives the exact result whenever f(x) is a polynomial of degree 3 or less, that is, when

f(x) = a0 + a1x+ a2x
2 + a3x

3

with a little of algebra

c1 = 1, c2 = 1, x1 = −
√

3

3
x2 =

√
3

3

which gives the approximation formula

∫ 1

−1
f(x)dx ≈ f

(
−
√

3

3

)
+ f

(√
3

3

)
This technique could be used to determine the nodes and coefficients for formulas that give

exact results for higher-degree polynomials.

An integral
∫ b
a
f(x)dx over an arbitrary [a, b] can be transformed into an integral over [−1, 1]

by using the change of variables

t =
2x− a− b
b− a

→ x =
1

2
[(b− a)t+ a+ b]

This permits Gaussian quadrature to be applied to any interval [a, b], since

∫ b

a

f(x)dx =

∫ 1

−1
f

(
(b− a)t+ (b+ a)

2

)
(b− a)

2
dt

(hw:
∫ π/4
0

x2 sinxdx,
∫ 1

0
x2e−xdx, n=3,4. Romberg n=4)
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0.13 Gaussian Quadrature
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