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1. INTRODUCTION

It is not difficult to argue that optics offers a richer field for the recog-

nition and use of symmetries thanmechanics—classical or quantum. The har-

vest includes the geometric, wave, and finite (pixelated) models of optics; in

turn, the first two encompass the global (4π), paraxial and metaxial (aberra-

tion) regimes, while the finite model, when the number and density of pixels

increases without bound, limits to the continuous cases.

The mother symmetry of all these models is the Euclidean group and alge-

bra of translations and rotations. This statement may appear disappointing at

first sight because that is the symmetry of a homogeneous and isotropic vac-

uum. But quite on the contrary, as we shall show, this symmetry serves as a

basis for the construction of phase space in geometric optics, as well as the

Hilbert space formulation of wave optics. A deformation of this group to that

of rotations produces the finite model of pixelated optical systems. Using

various techniques of deformation and contraction we succinctly shift

between them and their distinct regimes.

The theory of Lie algebras and groups was developed by mathematicians

during the second half of the 19th century and applied to find and classify all

possible crystallographic lattices in three dimensions—which are but discrete

subgroups of the Euclidean group. Early researchers in quantum mechanics

found that rotational bands in the spectra of atomic systems were naturally

characterized by the underlying geometric symmetry, while systematic level

degeneracies were due to hidden, higher symmetries. The second half of the

20th century became the heyday of Lie group theory as nuclear and elemen-

tary particle physics presented quantum-number patterns and conservation

laws whose origin was understood to be due to symmetries of Hamiltonians

that were themselves unknown; yet, they provided conservation laws and

sum rules for the observed reaction rates.

The main reason for the statement in our first sentence is that mechanical

Hamiltonians basically readH¼ p2/2m+V (q), separated into a fixed kinetic
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term of squared momentum p, and an in-principle arbitrary potential term,

normally of position q alone. In optics on the other hand, we come to write

and use evolution-generating Hamiltonians of various other forms,

according to whether the regime is global, paraxial or metaxial, geometric,

wave or finite; and a phase space with symplectic metric follows. Most gen-

erators are of co-variance, rather than in-variance transformations, and

belong to finite-dimensional Lie algebras whose representation theory is

well established. We shall basically work in D ¼ 3 space dimensions, occa-

sionally with the D ¼ 2 case for clarity in some figures, but most develop-

ments are in principle valid for generic D dimensions.

Since the main preoccupation of early optical research was the faithful

formation of images on a plane screen, the angles of incoming rays—their

momenta—did not really matter, so they were not placed on the same

level of interest as ray positions. The recent surge of literature on linear

canonical transforms for the paraxial regime of geometric and wave optics

has highlighted the necessity of treating both position and momentum as

coordinates of a phase space where one-dimensional wavefields could be

visually displayed on a plane through their Wigner function as a music

sheet with time and frequency axes. As we shall show, the phase space

and Wigner function constructs fit also some of the other optical models

and regimes, albeit with different topologies, but based on purely

group-theoretical premises and applicable to other Lie groups beside the

Euclidean.

First of all, in Section 2 we introduce the Euclidean group and its struc-

ture. The symmetries of the basic objects of the geometric and wave models

of light—a line and a plane in space—are presented in Section 3. The reader

will appreciate that these are two among a number of other possibilities

based on the symmetry of chosen fundamental “objects” within the same

Euclidean mother group. The geometric model of light with a dynamical

postulate builds a Hamiltonian system whose canonical and optical transfor-

mations are the subject of Section 4, while Section 5 builds a Hilbert space

analogue for Helmholtz monochromatic wavefields.

The contraction of the Euclidean group along the evolution axis yields

in Section 6 the paraxial models of geometric and wave optical models

under the Heisenberg–Weyl group of translations in position and paraxial

momentum. Linear transformations, obtained through a quadratic exten-

sion of this algebra in Section 7, lead to the symplectic group of canonical

geometric and wave transformations, the former serving to introduce the

unitary Fourier subgroup, and the latter realized by integral transforms.
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Higher-order extensions, addressed in Section 8, take us to the metaxial

regime where the classification and action of aberrations are set forth.

The Euclidean group of continuous optical models is actually the result

of a contraction of a higher compact group: rotations in 4-space. There, the

operators of position and momentum have finite spectra of equally spaced

eigenvalues; in Section 9 we thus present discrete optical models on linear

or rectangular pixelated screens and the unitary transformations under which

no information is lost. Finally, when the number and density of pixels grows

without bound, one recovers the continuous models based on the Euclidean

group and canonical transformations. In Appendix A we review a Wigner

function defined on the rotation group that allows us to plot discrete and

finite signals on phase space, in particular of aberrated signals; this too con-

tracts to the generally known Wigner function on paraxial phase space.

2. THE EUCLIDEAN GROUP

Consider a 3D (three-dimensional) space whose points are labeled by

column vectors1~r ¼ðx,y,zÞ> 2R3. The rigid transformations of this space

are translations and rotations that we indicate, respectively, by 3-vectors

~τ ¼ðτx,τy,τzÞ> 2T3¼R3, and 3 � 3 real, special2 orthogonal matrices

R(ϕ, θ, ψ ) 2 SO(3), R R> ¼ R>R ¼ 1, where ϕ, θ, and ψ are the Euler

angles of rotation around the z-, x-, and z-axes.3 The action of these trans-

formations can be written as a 4 � 4 matrix in 3 + 1 block-diagonal form,4

Eð~τ,RÞ ~r
1

� �
:¼ R ~τ

0 1

� �
~r
1

� �
¼ R~r +~τ

1

� �
: (1)

It is immediate to verify through this 4� 4 matrix realization that the set

of transformations (1) form a group, that is, they satisfy the four axioms:

composition : Eð~τ1,R1ÞEð~τ2,R2Þ¼Eð~τ1 +R1~τ2,R1R2Þ, (2)

identity : Eð~0,1Þ¼ 1 ð4�4 unitÞ, (3)

1 We indicate by > the transpose of an array.
2 That is, of unit determinant; thus, reflections across one coordinate, or 3D inversions, are not included

in this group.
3 Amore common (if older) parametrization rotates around the z-, y-, and z-axes; ours has the advantage

of generalizing easily to D dimensions by rotating successively in the 1-2, 2-3, 3-4, …, (D�1)-D

planes.
4 We use the notation A :¼ B when the symbol A is defined by the expression B.
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inverse : Eð~τ ,RÞ�1¼Eð�R�1~τ,R�1Þ, (4)

associativity : Eð~τ1,R1Þ Eð~τ2,R2ÞEð~τ3,R3Þð Þ
¼ Eð~τ1,R1ÞEð~τ2,R2ÞÞEð~τ3,R3Þ:ð (5)

This is the group of inhomogeneous special orthogonal transformations, denoted

ISO(3) or, in common parlance, the Euclidean groupE3 in three dimensions.

Its elements can be factored into translations and rotations, as

Eð~τ,RÞ¼Eð~τ,1ÞEð~0,RÞ: (6)

The manifold of the Euclidean group has six coordinates: three for transla-

tions~τ 2R3 and three for rotations through Euler angles (ψ , θ,ϕ)2 S3, where

S3 is the 3D sphere (in a 4D ambient space). Eqs. (2) and (6) also indicate that,

while the group contains the two subgroups of translations and of rotations, they

are not on the same footing since rotations act on translations but not vice versa.

The structure of the Euclidean group is that of a semidirect product (Gilmore,

1978; Sudarshan & Mukunda, 1974; Wybourne, 1974) indicated

ð7Þ

In such a composition the left factor (translations) is called the invariant sub-

group, while the right factor (rotations) is the factor subgroup.

In (2) we see that the composition functions for the group parameters of a

product of elements are analytic functions of the parameters of the factors.

Thus E3 is a Lie group, whose (local) structure is determined by the infini-

tesimal neighborhood of the identity element. When we abbreviate all coor-

dinates by ξ :¼ð~τ,RÞ, the action of a Euclidean group element Eðξ0Þ on

functions f(ξ) of the group manifold is Eðξ0Þ : f ðξÞ¼ f ðEðξ0Þ�1ξÞ.5 In the

Taylor series around the identity element (3), the first derivatives provide

the generators of the one-parameter subgroup lines and form the Lie algebra6

e3 of the Euclidean group. They yield the familiar operators of translation and

rotation in skew-Hermitian form and on the six coordinates of the E3

manifold,

5 The inverse ofEðξ0Þ in the argument of f(ξ) ensures that the action of two ormore group transformations

of the manifold {ξ} maintain their order of application.
6 A Lie algebra is the real vector space spanned by the generators of the group, with one extra

operation: the Lie bracket . This operation is bilinear ,

skew-symmetric , and satisfies the Jacobi’s identity
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T̂
E

x ¼�@τx , T̂
E

y ¼�@τy , T̂
E

z ¼�@τz , (8)

Ĵ
E

x ¼�τy@τz + τz@τy + cotθ cosϕ @ϕ + sinϕ @θ� cosϕ

sinθ
@ψ , (9)

Ĵ
E

y ¼�τz@τx + τx@τz + cotθ sinϕ @ϕ� cosϕ @θ� sinϕ

sinθ
@ψ , (10)

Ĵ
E

z ¼�τx@τy + τy@τx �@ϕ: (11)

The translation generators (8) perform as expðαiT̂ E

i Þf ðτi,RÞ¼ f ðτi�αi,RÞ
and do not affect the rotation parameters R, while the rotation generators

(9)–(11) consist of two summands, which act on the translation and on

the rotation parameters. Their commutators7 reflect this:

½T̂ i, T̂ j� ¼ 0, ½ Ĵ i, T̂ j� ¼ T̂ k, ½ Ĵ i, Ĵ j� ¼ Ĵ k, (12)

where i, j, k are cyclic permutations of 1, 2, 3, respectively. This structure is

common to Euclidean generators in all realizations below and characterizes

the Euclidean algebra e3 as a semidirect sum of the translation and rotation Lie

algebras, following from (7) and written with

lowercase letters.

3. THE FUNDAMENTAL OBJECT OF A MODEL

In the geometric model of optics in a 3D vacuum, light rays are ide-

alized as straight directed lines in space, while in the wave model, wavefields

are integrated out of directed plane waves, which in turn can be built out of

Dirac-δ 2D planes in space (Luneburg, 1964; Wolf, 1989). Through trans-

lations T3 and rotations SO(3), both can be brought to the following funda-

mental objects:

OG :¼ the z-axis line; (13)

OW :¼ the x�y plane: (14)

Fundamental objects are determined by their symmetry groups: OG is

invariant under translations along and rotations around the z-axis (but not

inversions z$�z; the line is directed), while OW is invariant under transla-

tions in the x–y plane and rotations around the z-axis (but not inversions).

7 The commutators [A, B] :¼ AB � BA are a realization of Lie brackets.
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Indicating by calligraphic font the abstract group elements realized by the

4 � 4 (boldface) matrices in (1), their respective invariance subgroups are

HGðs;ψÞ :OG¼OG,

HGðs,ψÞ :¼E ð0,0, sÞ>,RzðψÞ
� �

2T z�SOð2Þz �E3,
(15)

HWðtx, ty;ψÞ :OW¼OW,

HWðtx, ty;ψÞ :¼E ðtx, ty, 0Þ>,RzðψÞ
� �

2 ISOð2Þx,y�E3,
(16)

where� indicates the direct product of groups. Indeed, any subgroup of E3

can be used as a symmetry group to define a “fundamental object” for some

model (useful or not) in crystallography, quantum mechanics, or optics.

Now consider factoring the generic E3 group element in the following

two forms, corresponding with the geometric (13)–(15) and wave (14)–(16)
models,

E ~τ,Rðϕ,θ,ψÞð Þ¼ E ðqx,qy, 0Þ>,RzðϕÞRxðθÞ
� �

HGðs;ψÞ, (17)

E ~τ,Rðϕ,θ,ψÞð Þ¼ E ð0,0,uÞ>,RzðϕÞRxðθÞ
� �

HWðtx, ty;ψÞ: (18)

While the right factors are elements of the symmetry groups of the geomet-

ric and wave fundamental objects OG and OW, the left factors are not. The

structure of (17) and (18) is that of a decomposition ofE3 into cosets by the set

of elements in the subgroups HG and HW, respectively.8 Cosets are subsets

of the group; their main properties are that they are disjoint (no overlap

between any two), and that their union covers the group (it provides all ele-

ments of the group). The parameters of the left factors of (17) and (18) are the

coordinates of the manifold of cosets in each model, i.e., of all straight lines or

all planes in 3-space. When we multiply (17) or (18) on the left by a generic

Euclidean transformation Eð~τ 0,R0Þ 2E3 and again factor out the symmetry

subgroup to the right, we havemaps of the space of cosets, i.e., the Euclidean

transformations of the manifold of all lines, or of all planes, among

each other.

The set of all straight lines in the geometric model of optics is thus a 4D

manifold parametrized by {qx, qy; θ, ϕ}2R2� S2, while that of all planes in

the wave model is a 3D manifold with coordinates by {u; θ, ϕ}2 R � S2.

For both cases it will be useful to define the unit 3-vector on the sphere

8 These are right cosets; if the symmetry group elements were on the left, they would be left cosets.

231Optical Models and Symmetries

Author's personal copy



~pðθ,ϕÞ¼
pxðθ,ϕÞ
pyðθ,ϕÞ
pzðθÞ

0
B@

1
CA :¼RzðϕÞRxðθÞ

0

0

1

0
B@

1
CA

¼
cosϕ sinϕ 0

� sinϕ cosϕ 0

0 0 1

0
B@

1
CA

1 0 0

0 cosθ sinθ

0 � sinθ cosθ

0
B@

1
CA

0

0

1

0
B@

1
CA¼

sinθ sinϕ

sinθcosϕ

cosθ

0
B@

1
CA,

(19)

that will be shown below to take the role of a momentum vector.

4. THE GEOMETRIC MODEL

In this section we shall introduce the Hamiltonian structure of the

geometric model of light, based on the fundamental object OG in (13)

and the Euclidean transformations that give rise to the manifold of straight

directed lines in space. On these we shall then impress a dynamic postulate to

describe their change of direction (momentum) due to the inhomogeneity

of the medium determined by the gradient of a scalar refractive index function

over the space of positions (Goodman, 1968).

4.1 Euclidean Group and Coset Parameters
From the composition of the Euclidean 4 � 4 matrix realization involving

(1)–(2)–(6)–(15) we can relate the Euclidean group and coset parameters in

(17) through

τx¼ qx + s sinθ sinϕ,
τy¼ qy + s sinθcosϕ,
τz ¼ s cosθ,

qx¼ τx� spx,

qy¼ τy� spy,

s ¼ τz=pz ¼ τz secθ,
(20)

where the components of the unit 3-vector~pðθ,ϕÞ are given in (19). The

geometric meaning of these coordinates is shown (projected on 2D) in

Fig. 1. Each geometric light ray is a coset by HGðs;ψÞ, where s 2 R draws

out the line and ψ 2 S1 rotates around it preventing the attachment of any

“flag” or “polarization” to this line. The manifold of straight lines is the 4D

manifold of cosets

℘ :¼fqx, qy; px, py; σg2R2�D2�Z2, (21)

where the 2-vector q :¼ (qx, qy)
>2 R2 is the intersection of the line with

the z ¼ 0 plane. The first two components of the ray direction unit
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3-vector~p (θ,ϕÞ form the 2-vector p :¼ (px, py)
>; since jpj � 1, we must use

σ :¼ sign pz2{+,�}¼:Z2 to distinguish between the two 2D unit disks,D2
+

for “forward” rays where s grows in the z direction, and D2
� for “backward”

rays, where s grows along�z. There is a pz¼ 0 (σ ¼ 0) circle along the com-

mon boundary that stitches together the two disks, but being a 1D sub-

manifold it can and will be ignored.

Beams of geometric light can be described by functions of the℘manifold

of directed lines, ρ(q, p, σ). The total amount of “geometric light” is then

given by
P

σ

R
℘dμðwÞ ρðw,σÞ, where w :¼ (q, p); to determine the measure

dμ(w), we start with the invariant measure over the full E3 group in terms of

its six parameters, f~τ,Rg in (1), putting them in terms of the coordinates

used in the coset decomposition {q, θ, ϕ; s, ψ} in (17). The measure can

be found then through (20) because it separates into two differential forms9

d6Eð~τ,RÞ¼ d3~τd3Rðϕ,θ,ψÞ¼ d4wGðq,pÞ d2hGðs,ψÞ, (22)

d3~τ¼ dτx dτy dτz, d4wGðq,pÞ¼ dqx dqy dpx dpy, (23)

d3Rðϕ,θ,ψÞ¼ dϕ dcosθ dψ , d2hGðs,ψÞ¼ ds dψ : (24)

This measure d6Eð~τ,RÞ is the unique (up to a numerical factor) Haar

measure for all Euclidean transformations; it is invariant because, for all

(fixed) E0 2E3, d
6ðE0EÞ¼ d6E¼ d6ðE E0Þ. The measure on the space of rays

on the z-screen (cosets) is also invariant: d4ðE0wGðq,pÞÞ¼ d4wGðq,pÞ.

Fig. 1 Left: Relation between the 2D Euclidean group parameters {τx, τz; θ},~p¼ðp, pzÞ,
and the coset-separated parameters {q, p} and {s}, with respect to the {q, z} plane. Right:
Rendering of the set of 3D geometric rays in the direction of ~pðθ,ϕÞ parametrized by
translations~τ?~p.

9 Differentials in coordinates that follow from coset decompositions always separate.
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This states a Liouville-type conservation law: no light is created nor destroyed

under rotations or translations of space.

Written in terms of the parameters of the manifold ℘ of directed lines

(21) that constitute the geometric model, the generators of the Euclidean

algebra of translations (8) and rotations (9)–(11) assume the following

form

T̂
G

x ¼� @

@qx
, T̂

G

y ¼� @

@qy
, T̂

G

z ¼ σffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�jpj2

q p � @

@q
, (25)

Ĵ
G

x ¼ σ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�jpj2

q
@

@py
+

σ qyffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�jpj2

q p � @

@q
, (26)

Ĵ
G

y ¼�σ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�jpj2

q
@

@px
� σ qxffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1�jpj2
q p � @

@q
, (27)

Ĵ
G

z ¼�q� @

@q
�p� @

@p
: (28)

These operators satisfy the same commutation relations (12) that characterize

any realization of the Euclidean algebra e3.

4.2 Geometric and Dynamic Postulates
We have not yet said that ℘ is a phase space because from geometry we

only showed that (q, p) is a 4D manifold with a Euclidean-invariant mea-

sure. To formulate useful geometric optics we need an extra postulate on

its dynamics, namely the behavior of the light rays or beams, idealized as

cosets wG(q, p, σ) or distributions ρ(q, p, σ), σ ¼ sign pz, as they evolve

when the reference z ¼ 0 screen is translated along z 2 R, in a medium

that is no longer the homogeneous vacuum assumed above. The rays will

then generally not be straight, so we will have a deformation of the space of

cosets wG(q, p, σ) 2 ℘ that must nevertheless respect the invariance of its

measure, with the conservation of its points and integrals (lest light be cre-

ated or destroyed!).

To describe lines in 3-space that are generally not straight, we use the

parametric ray 3-vector ~qðsÞ¼ ðqxðsÞ,qyðsÞ,qzðsÞÞ> for s 2 R, that will be
subsequently projected as q(s) on the standard z ¼ 0 screen. The rays

~qðsÞ are subject to the following two postulates:
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• Geometric postulate. Rays are continuous and piecewise differentiable.

This means that, except at points where they break, they have a tangent

vector (indicated~pðsÞ), and they never disconnect. Since jd~qðsÞj ¼ ds, we

can write

d~qðsÞ
ds

¼ ~pðsÞ
j~pðsÞj ¼:r~p Hð~q,~pÞ, (29)

where we introduce Hð~q,~pÞ¼ j~pj+arbitrary function of~q.
• Dynamic postulate. The ray direction vector~pðsÞ responds linearly to the

local 3-space gradient of a real, region-wise differentiable scalar function nð~qÞ
(the refractive index). This is written as

d~pðsÞ
ds

¼r~q nð~qÞ¼:�r~qHð~q,~pÞ: (30)

From the two postulate equations we obtain Hð~q,~pÞ¼ j~pj�nð~qÞ+constant
and, using the chain rule, dHð~qðsÞ,~pðsÞÞ=ds¼ 0. Incorporating the constant

into nð~qÞ so that H ¼ 0, we find the tangent vector~p to be of length

j~pj ¼ nð~qÞ for all~q 2R3: (31)

Thus, to every point of the medium corresponds a sphere of radius nð~qÞ> 0,

—the Descartes sphere—that “guides” the ray trajectory, and which proceeds

obeying the two above postulates. The geometric and dynamic postulates

imply two conservation laws: at a point �s of the trajectory~qðsÞ, between neigh-
boring points s	 ¼�s	 ε as ε! 0, and withΔ~pð�sÞ¼~pðs+Þ�~pðs�Þ being par-
allel tor~q nð~qð�sÞÞ, the two conservation laws are stated as

ray continuity : ~qðs�Þ¼~qðs+Þ, (32)

refraction law : r~q nð~qð�sÞÞ�~pðs+Þ¼r~q nð~qð�sÞÞ�~pðs�Þ: (33)

These, plus piecewise differentiability of~qðsÞ, imply the two original postu-

lates. In particular (33) yields the well-known equation

n+ sinα+¼ n� sinα�,
n	 ¼ j~pðs	Þj
α	 :¼∠f~pðs	Þ,r~q nð~qðs	ÞÞg, (34)

which holds when the refractive index has a finite discontinuity at�s and ε! 0.

This is of course known as the Ibn Sahl (Rashed,1990, 1993), Snell, Descartes,

and/or sine law of refraction.
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4.3 Hamiltonian Structure and Phase Space
Two of the six coordinates f~qðsÞ,~pðsÞg are redundant: the origin s ¼ 0, and

one of the three components of~pðsÞ that lies on a Descartes sphere where we

choose to discount the z-component. Noting that the triangle4(ds, dz, dq)

is similar and equally oriented with4(n, pz, p), we can divide the two pos-

tulated equations, (29) and (30), by dz/ds ¼ pz/n, to obtain a new pair of

Hamilton equations in the essential x, y components of~q and~p,

dq

dz
¼ p

pz
¼:

@hðq,z;p,σÞ
@p

, (35)

dp

dz
¼ nðq,zÞ

pz

@nðq,zÞ
@q

¼:�@hðq,z;p,σÞ
@p

, (36)

where the Hamiltonian function is here

hðq,z;p,σÞ :¼�pz ¼�σ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
nðq,zÞ2�jpj2

q
¼�nðq,zÞcosθ, (37)

and where θ is the angle between the ray direction 3-vector~p and the z-axis.
The 3-vector ~q¼ðq,zÞ> thus includes now the evolution parameter z,

while~p¼ðp, �hÞ> includes the (minus) Hamiltonian that guides its evolu-

tion. At the z ¼ 0 screen and on the Descartes sphere of j~pj, the range of

coordinates (q, p, σ) 2 ℘ form the phase space manifold of the geometric

model. This is a restricted definition of symplectic phase spaces, but is suf-

ficient for our purposes. In particular, in a homogeneousmedium n(q, z)¼ n,

@n=@~q¼~0, free flight preserves the ray direction and its chart index σ, but
shears the position coordinate of ℘

qðzÞ ¼ qð0Þ+ z pð0Þ=pzð0Þ
¼ qð0Þ+ z tanθ,

pðzÞ ¼ pð0Þ,
hðzÞ ¼ hð0Þ: (38)

It is time to introduce, for conceptual and computational ease, the Poisson

operator of a scalar function f(q, p),

f f , ∘gðq,pÞ :¼
@f ðq,pÞ

@q
� @

@p
�@f ðq,pÞ

@p
� @

@q
: (39)

This allows us to write the Hamilton equations (35) and (36) as a 2 � 2 ¼
4-vector equation
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d

dz

q

p

� �
¼ 0 1

�1 0

� �
@=@q
@=@p

� �
hðq,p,zÞ¼�fh, ∘g q

p

� �
, (40)

where we omit the chart index σ assuming the rays not to “bend over” in

the interval of interest. The form (40) is attractive because it shows this

system in evolution form by identifying d=dz$ 0 1
�1 0

� �
$�fh, ∘g. Systems

governed by a Hamiltonian h in this form are Hamiltonian systems, with

coordinates p of ray momentum that are canonically conjugate to coordinates

of ray position q.

4.4 Canonical and Optical Transformations
The invariance we demand of a Hamiltonian system is that if Eq. (40) is

valid for the ray coordinates (q, p) with h(q, p, z) on a plane screen at z,

they should continue to be valid on any other screen at z0, where they

are registered as (Q(q, p), P(q, p)) with hðQ,P,z0Þ. From (39) we intro-

duce the Poisson bracket of two differentiable functions f, g of (q, p)

defined by { f, g} :¼ { f, ∘}g ¼ �{g, ∘} f, and if necessary indicate by a

subindex (q, p) the variables with respect to which the derivatives are

taken.10 Then, replacing the differentials and partial derivatives of the

new coordinates into (40), we find the conditions of invariance given

succinctly by

fQi,Qjgðq, pÞ ¼ 0, fQi, Pjgðq, pÞ ¼ δi, j, fPi, Pjgðq, pÞ ¼ 0, (41)

for i, j 2{x, y}. Poisson brackets are a skew-symmetric bilinear form satis-

fying the conditions of a Lie bracket plus the Leibniz identity,11 and to

whose useful properties we shall return shortly.

The set of all transformations ðq,pÞ$ ðQ,PÞ that leave (41) invariant
form a group because the definition is transitive. Thus we have the func-

tional group of all (linear and nonlinear) canonical transformations.12 More-

over, when it maps the geometric-optical phase space ℘ bijectively onto

itself (respecting the projections of the two Descartes spheres) we can call

it an optical transformation. Under optical transformations all admissible

rays are conserved. In the group of all canonical transformations some

10 Poisson brackets are also a realization of Lie brackets, where the two partners commute under ordinary

multiplication.
11 The Leibniz identity is { fg, h} ¼ f{g, h} + { f, h}g for functions f, g, h.
12 It is called functional, because its elements are defined by functionsQ(q, p), P(q, p) that may carry an

infinite number of parameters.
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order can be established noting that, for any differentiable function f(q, p),

the transformation

expðτ f f , ∘gÞ q

p

� �
7! q0ðq,p; τÞ

p0ðq,p; τÞ
� �

is canonical; (42)

where the Taylor series expansion of the exponential operator is

expðτ f f , ∘gÞ¼
X∞
n¼0

ðτf f , ∘gÞn
n!

¼ 1+
X∞
n¼1

τn

n!
f f… f f|fflfflfflfflffl{zfflfflfflfflffl}
n brackets

f , ∘g, ∘g…, ∘g, ∘g: (43)

These exponential operators can “jump into” the arguments of any infinitely

differentiable function F(q, p), as (Steinberg, 1986)

eτ f f , ∘gFðq,pÞ¼Fðeτ f f , ∘gq, eτ f f , ∘gpÞ: (44)

Canonical transformations also preserve the volume element d2q ^ d2p of the

space of rays/cosets (23), and form one-parameter groups eτ1 f f , ∘g eτ2 f f , ∘g ¼
eðτ1 + τ2Þ f f , ∘g.

In homogeneous regions, where the refractive index n is constant, the

generator functions of the Euclidean algebra in Poisson bracket form,

obtained from (25)–(28), adopt the readily recognized form

T̂
G
x ¼fpx, ∘g, T̂

G
y ¼fpy, ∘g, T̂

G
z ¼fσ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2�jpj2

q
, ∘g,

Ĵ
G
x ¼fqy σ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2�jpj2

q
, ∘g, Ĵ

G
y ¼�fqx σ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2�jpj2

q
, ∘g, Ĵ

G
z ¼fq�p, ∘g,

(45)

where the Hamiltonian h of (37) appears repeatedly. These operators also

satisfy the Euclidean algebra e3 commutation relations (12). The generator

functions inside the Poisson bracket yield ~TG 2¼ n2, ~TG �~JG¼ 0, and

ð~JGÞ2¼ n2jqj2�ðp �qÞ2¼ j~q�~pj2 ℘
�� ; the last is the square of the Petzval

projected on the z ¼ 0 screen with~p on the Descartes sphere.

It is not guaranteed that series (42) and (43) will be easy to calculate or

compute, nor that it will preserve ℘ globally. In general, subgroups of

canonical transformations with a finite number of parameters are more ame-

nable to ordered discussion.
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4.5 Refracting Surfaces and the Root Transformation
The transformation of the manifold of rays due to refraction by a smooth but

arbitrary surface S(x, y, z) ¼ 0 between a medium with refracting index n

and another n0 cannot be put cogently in the evolution form (42) since the

transformation is “sudden” and discontinuous. Yet it is clearly a most rele-

vant transformation in optics. Note that this is distinct from the “thin lens”

approximation in the paraxial regime (to be seen in Section 6) or the

“potential jolts” used in quantum mechanics, because the surface S is gen-

erally not flat, so it does not act at one given z or time.

We shall assume that the surface S can be described, at least region-wise,

by z ¼ ζ(q), with a well-defined 3D normal vector

~ΣðqÞ¼ ΣðqÞ
�1

� �
, ΣðqÞ :¼ @ζðqÞ=@qx

@ζðqÞ=@qy

 !
, (46)

that takes the place of the gradient of the refractive index, r~q nð~qÞ in (30)

whose magnitude is now infinite, but whose direction is parallel to ~ΣðqÞ.
We may then resort to the two conservation laws (32) and (33) for position

and momentum. As shown in Fig. 2, the coordinates of a ray before and after

refraction, (q, p) and ðq0,p0Þ referred to the same screen z¼ 0, meet at point

of impact �q after free flight (38) by z¼ ζð�qÞ. There, the component of

momentum tangential to the surface, ~ΣðqÞ�~p, is conserved. We thus have

two 2-vector equations whose members we separate as

Fig. 2 An interface z ¼ ζ(q) between homogeneous media n and n0. Referred to the
same z ¼ 0 screen, the incoming ray crosses it at q, impacts the surface at �q, refracts,
and exits as having crossed the screen at q0.
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q+ ζð�qÞ p=pz¼ �q¼q0 + ζð�qÞ p0=p0z, (47)

p+Σð�qÞ pz ¼: �p¼p0 +Σð�qÞ p0z, (48)

where we have defined �p. Also, we note the resulting conservation of

Σð�qÞ�ðp�p0Þ ¼ 0, and hence the coplanarity of~p,~p0 and ~ΣðqÞ.
Solving the pair of simultaneous implicit equations (47) and (48) to find

explicitly the transformation Sn, n0; ζ produced by the refracting surface

z ¼ ζ(q) between the media n and n0,

Sn, n0; ζ :
q

p

� �
¼ q0ðq,p; ζÞ

p0ðq,p; ζÞ
� �

, (49)

may seem (and is) daunting. But if we perform it via the intermediate step of

using the barred coordinates ð�q,�pÞ in (47) and (48) and define the root trans-
formation Rn; ζ through (Navarro Saad & Wolf, 1986)

�qðq,pÞ¼Rn; ζ :q¼q+ ζð�qÞ p
. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2�jpj2
q

, (50)

�pðq,pÞ¼Rn; ζ :p¼p+ ζð�qÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2�jpj2

q
: (51)

and its inverse,

q0ð�q,�pÞ¼R�1
n0; ζ : �q¼ �q�ζð�qÞ p0

. ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n02�jp0j2

q
, (52)

p0ð�q,�pÞ¼R�1
n0; ζ : �p¼ �p� ζð�qÞ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n02�jp0j2

q
, (53)

we will have factorized the refracting surface transformation (49) as

Sn, n0; ζ ¼Rn; ζ R�1
n0; ζ (54)

where each factor depends on the surface ζ and on one medium only.13

Instead of simultaneous implicit equations in two variables, Eq. (50) is

implicit in �q only, and of the simpler form �q¼q+ f ð�q;p; nÞ. When solved

by repeated replacement (if at all possible), or Taylor expansions of ζð�qÞ and
�qðq,pÞ by powers in an aberration series, this can be now replaced into (51)

to find explicitly �pðq,pÞ. The inverse transformation (53) is now implicit in

p0ð�q,�pÞ and can be similarly solved, and explicitly replaced into (52).

13 It may appear as if the two factors in (54) should be in the opposite order. As can be verified, the

property of these operators to “jump into” the argument of functions as in (44), leads to the correct

composition Sn, n0; ζ : ρðq,pÞ¼ ρðSn, n0; ζ :q, Sn, n0; ζ :pÞ.
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Composition of both results then provides the refracting surface transfor-

mation (49). With the aid of symbolic computation (Wolf & Kr€otzsch,
1995) we have worked through aberration expansions up to total order

seven in the four components of q, p, for axially symmetric refracting sur-

faces ζ(jqj).
It may seem surprising that the root transformation (50) and (51) is canon-

ical (although generally not optical ); in fact it is only locally canonical, because

its regions of validity in 4D phase space ℘ are bounded by submanifolds of

rays that are tangent to the surface z¼ ζ(q). Beyond, they may be in another

region or simply miss the surface. The proof of canonicity is quite simple

(Wolf, 2004, chap. 4) when we use one of the four Hamilton characteristic

functions, Fð~q0,~pÞ, of a final position~q0 and initial momentum~p to deter-

mine the remaining coordinates,

qk¼ @Fð~q0,~pÞ
@pk

, p0k¼
@Fð~q0,~pÞ

@q
0
k

, k2fx,y,zg: (55)

From here it is easy to see that the basic Poisson brackets (41) are preserved.

Now consider the unit transformation, whose characteristic function in 6D is

Fidð~q0,~pÞ¼~q0 �~p, and then restrict position~q0 to the surface qz ¼ ζ(q) and
momentum~p to the Descartes sphere j~pj ¼ n in (37). We are left with a 4D

transformation whose Hamilton characteristic function is

Frootð�q,pÞ :¼Fidð~q0,~pÞjζ,n¼ �q �p+
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2�jpj2

q
: (56)

When introduced in (55), with �q in place of ~q0, and p in place of ~p this

becomes the root transformation (50) and (51), proving its canonicity.

The root operator Rn; ζ canonically transforms (regions of ) the phase

space of rays at the standard screen z ¼ 0, to regions of another phase space

referred to the warped surface ζ in the medium n (Atzema, Kr€otzsch, &
Wolf, 1997).

5. THE WAVE AND HELMHOLTZ MODELS

We return to the decomposition of the Euclidean group manifold into

cosets, but now of the symmetry groupHWðtx, ty;ψÞ¼E2 ofOW in (14) and

(16), which determines the “wave” model of 2-planes in 3-space. The coor-

dinates of the manifold of cosets are {u; θ, ϕ}, obtained from (18). The angu-

lar parameters {θ, ϕ}2 S2 mark the direction normal to the planes,~pðθ,ϕÞ
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in (19), which is the same as the Descartes sphere of the geometric model.

Thereafter, we shall reduce the wave model to its monochromatic compo-

nents that are solutions to the Helmholtz equation. There we shall have a

map between functions on a sphere and fields (value and normal derivative)

on the z ¼ 0 screen. This map is unitary between the Hilbert space L2ðS2Þ
of square-integrable functions on the sphere, and an interesting Hilbert space

Hk on the screen that is characterized by a nonlocal inner product.

5.1 Coset Parameters for the Wave Model
For each direction~pðθ,ϕÞ, the planes form a stack characterized by the coset

parameter u2R as shown in Fig. 3; it will be more convenient to instead use

the normal distance from the origin, s 2R. In place of (20) for the geometric

model the change of variables is now

τx¼ tx cosϕ+ ty cosθ sinϕ,

τy¼�tx sinϕ+ ty cosθcosϕ,

τz ¼�tx sinθ + u,

s :¼ ucosθ, (57)

As was the case for the geometric model (24), the invariant Haar measure of

the mother group E3 separates into the E2-invariant measure on each plane

(coset), and an invariant measure on the manifold of cosets (planes),

d6g ~τ,Rðϕ, θ,ψÞð Þ¼ d3wWðs; θ,ϕÞ d3hWðtx, ty;ψÞ, (58)

d3wWðs; θ,ϕÞ¼ ds sinθ dθ dϕ, d3hWðtx, ty;ψÞ¼ dtx dty dψ : (59)

Fig. 3 Left: Relation between the 2D Euclidean group parameters {τx, τy; θ},~p¼ðp, pzÞ,
and the coset-separated parameters of the wavemodel, {u, θ} and {s}, with respect to the
ambient {q, z} space; cf. Fig. 1. Right: Rendering of the set of planes in a 3D space, param-
etrized by their distance {s} to the origin and normal to the direction of ~pðθ,ϕÞ.
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In this model, we have “beams” ρðs;~pðθ,ϕÞÞ that stand for plane wavetrains
ρ(θ,ϕ)(s) in every direction ~pðθ,ϕÞ of the sphere, which integrate into

wavefields in 3-space.

5.2 Euclidean Generators and Casimir Invariants
The Euclidean group E3 presented in (2), is generated by a Lie algebra e3,
with three generators of translation T̂ i ¼ @τi , and three generators of rota-

tions Ĵ i as in quantum angular momentum theory, involving derivatives

@θ, @ϕ, and @ψ.
As before, when we change variables to coset parameters (57) and elim-

inate those of the symmetry subgroup, we are left with the generators of

transformations in the manifold of this wavetrain model,

T̂
W

x ¼� sinθ sinϕ @s,

T̂
W

y ¼� sinθcosϕ @s,

T̂
W

z ¼�cosθ @s,

Ĵ
W

x ¼ cotθ sinϕ @ϕ� cosϕ @θ,

Ĵ
W

y ¼ cotθcosϕ @ϕ + sinϕ @θ,

Ĵ
W

z ¼�@ϕ:

(60)

These operators close under commutation into the Lie algebra e3 with the

relations (12), as all its other realizations do. The generator of translations

along the s line of the wavetrain along~pðθ,ϕÞ is thus~pðθ,ϕÞ @s and, since
in vacuum j~pj ¼ 1, the invariant quadratic Casimir operators are

T̂W 2 :¼
X

i¼x,y,z
T̂

W 2

i ¼ @2

@s2
,

X
i¼x,y,z

T̂
W

i Ĵ
W

i ¼ 0: (61)

Functions in the eigenspace of T̂W 2 have the form

ρðθ,ϕÞðsÞ¼ f kðθ,ϕÞ expðiksÞ, k2R�f0g, (62)

and span subspaces of eigenvalue�k2 that will not mix under Euclidean trans-

formations. These aremonochromatic beam functions ofwavenumber k. Amono-

chromatic wavefield on~q¼ðqx,qy,qzÞ> 2R3 is the integral of f kð~pÞ over~p in
the Descartes sphere,

F kð~qÞ¼ k

2π

Z
S2

d2Sð~pÞ fkð~pÞ expðik~p �~qÞ, (63)

without the now-redundant parameter s, which can be set to any constant (or

integrated to a Dirac δ subsequently factored out), its phase attached to f kð~pÞ,
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and where we will henceforth omit the subindex with the constant k.

The monochromatic wavefields (63) are solutions of the Helmholtz equation,

@2

@q2x
+

@2

@q2y
+

@2

@q2z

 !
Fð~qÞ¼�k2 Fð~qÞ: (64)

5.3 Hilbert Space for Helmholtz Wavefields
As in the geometric model, we privilege the description of the objects on the

z ¼ 0 plane screen, particularly because the 3D Helmholtz wavefields (63)

actually depend on beam functions on the 2D surface of the sphere. The inte-

gration over the Descartes sphere using the two coordinates p ¼ (px, py)
> of

~pðθ,ϕÞ requires σ :¼ sign pz to distinguish between two unit 2D disks D2

where jpj � 1, both having the measure sinθ dθ dϕ¼ dpx dpy=pz, and

pz¼ σ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�jpj2

q
. Denoting by fσ(p) the beam functions in the forward or

backward hemispheres, the Helmholtz wavefield on the plane of the screen

and its normal derivative on the screen are given by the wave transform:

FðqÞ :¼Fð~qÞjqz¼0 ¼ k

2π

Z
D2

d2pffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�jpj2

q ð f+ðpÞ+ f�ðpÞÞ eikp�q, (65)

F zðqÞ :¼ @Fð~qÞ
@qz

����
qz¼0

¼ i k2

2π

Z
D2

d2p ð f+ðpÞ� f�ðpÞÞ eikp�q: (66)

With 2D Fourier analysis, the inverse wave transform between f	(p) on the

two disks and the pair {F(q), Fz(q)} on the z ¼ 0 screen, is found to be

f	ðpÞ¼ k

4π

Z
R2

d2q

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�jpj2

q
FðqÞ	 1

ik
F zðqÞ

� �
e�ikp�q: (67)

Among wave phenomena, the energy in a wavefield is (proportional) to

the integral of the absolute square of the wave function. For the beam func-

tions on the sphere this is given naturally by the usual L2ðS2Þ inner product,
ð f , gÞS2 :¼ RS2d2ω f ðωÞ*gðωÞ, ω :¼ {θ, ϕ}. Since the wave transform (65)–
(67) is closely related with the Fourier transform, which is unitary, we can

find the inner product for Helmholtz fields F(q) :¼ {F(q), Fz(q)} over

q 2 R2 on the screen through replacing (67) in ( f, g)S2 and performing

one of the three resulting integrals. Thus we obtain the nonlocal inner prod-

uct (Steinberg & Wolf, 1981; Wolf, 1989),
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ðF,GÞHk
:¼ k2

4π2

Z
R2

dq

Z
R2

dq0

� FðqÞ*μ0ðjq�q0jÞGðq0Þ+F zðqÞ*μðjq�q0jÞGzðq0Þ
� �

,

(68)

which characterizes the Helmholtz Hilbert space Hk, with the nonlocality

measures obtained from the integration,

μ0ðυÞ¼ π
j1ðυÞ
υ

¼ π
sinυ�υcosυ

υ3
, μðυÞ¼ π

k2
j0ðυÞ¼ π

k2
sinυ

υ
, (69)

with υ :¼ kjq�q0j, where j1(υ) and j0(υ) are the spherical Bessel functions,

andwhere we note that μ0ðυÞ¼ ðk2=υÞ @υμðυÞ. Formodels onN-dimensional

screens one has the nonlocality given by Bessel functions of integer or

half-integer index forN odd or even. The wave transform (65)–(67) is unitary
and theHilbert spacesHk are unique for Euclidean-invariant systems, as shown

in Steinberg andWolf (1981). TheHelmholtz wavefield energy is
ðF,FÞHk
;

in this context, in González-Casanova andWolf (1995) we have an algorithm

to fit the minimum-energy Helmholtz wavefield or normal derivative to the

values on a discrete and finite number of sensor points.

6. PARAXIAL MODELS

In the geometric and wave models mothered by the Euclidean group

(2)–(5), we have the explicit realizations of the generating Lie algebra e3 in
Eqs. (25)–(28) and (60), respectively. The paraxial limit of these models is the

regime where their ray directions or plane normals are infinitesimally close

to the z-axis. Seen in the group E3, we concentrate on vanishingly small

rotations around the x- and y-axes, while rotations around the z-axis remain

as such. We shall follow the structure of the mother Euclidean algebra as it

contracts to the Heisenberg–Weyl algebra, whose group will provide the

standard objects for classical and wave paraxial phase spaces, and then study

their canonical transformations. Essentially, geometric paraxial phase space

will be a plane (q, p) 2 R2D for D-dimensional screens (D ¼ 2 as we have

considered before), while for the wave model q 2 RD and a phase will pro-

vide the argument for square-integrable wavefields f ðqÞ 2L2ðRDÞ, compat-

ible with the usual formalism of quantum mechanics. The transformations

will correspond, in optics, to free flights, “thin” lenses, as well as harmonic

waveguides of quadratic refractive index profile.
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6.1 Contraction of the Euclidean to the Heisenberg–Weyl
Algebra and Group

For clarity (and without much claim to rigor) we perform the contraction of

the Euclidean algebra e3 to the Heisenberg–Weyl algebraw2 of 2D quantum

mechanics, by rescaling the generators Ti, Jj, with the invariant
P

iT
2
i ¼ 1,

and defining

T ðεÞ
x :¼ 1

εTx, T ðεÞ
y :¼ 1

εTy, T ðεÞ
z :¼Tz ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1�ε2ðT ðεÞ2

x +T
ðεÞ2
y Þ

q
,

J ðεÞx :¼ εJx, J ðεÞy :¼ εJy, J ðεÞz :¼ Jz:
(70)

Now let again stand for Lie brackets, which are Poisson brackets

{∘, ∘} of functions of phase space in the geometric models, or commuta-

tors [∘, ∘] of operators acting on wavefunctions. The Lie bracket relations

(12) for the rescaled generators (70) become

ð71Þ

with i, j, k cyclic. When ε! 0 reaches the limit, the structure of the Lie alge-

bra changes: the z-translation generator in (70) becomes the unit T ð0Þ
z ¼ 1̂

that has null Lie brackets with all others. The Lie bracket relations (71), reg-

rouped as convenient, in the limit become

ð72Þ

Let us now finally change notation to

Qx :¼ J ð0Þx ,

Qy :¼ J ð0Þy ,

Px :¼�ıT ð0Þ
y ,

Py :¼ ıT ð0Þ
x ,

R :¼ ıJð0Þz ,

1̂ ¼ ıT ð0Þ
z ,

(73)

where the factor ı is the unit 1 in the geometric model of phase space coor-

dinates and Poisson brackets; in the wave (or quantum mechanical) realiza-

tion of the algebra by self-adjoint operators, ı is the imaginary unit i. In these

terms, their common Lie brackets are
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ð74Þ

This contraction leaves fQi, Pj, 1̂g 2w2, i, j, 2{x, y}, in semidirect sum

with R, the generator of so(2) rotations in the x–y plane, i.e.,

which continues to be a Lie algebra with six

generators.

TheHeisenberg–Weyl algebraw2 has five generators, and its exponential

is the 5-dimensional group W2, whose elements can be parametrized as

ð75Þ

with {τ, ρ, v} 2 R4 � S1.14 The product of two group elements is then

1
2 ð76Þ

the unit element is w (0, 0, 0), the inverse of (75) is w (�τ, �ρ, �v), and

associativity holds.

6.2 The Heisenberg–Weyl Algebra and Group
In the phase space coordinates familiar from mechanics, the paraxial models

have momentum generators Pi that stem from the e3 space translation gen-

erators Ti, position generators Qi that stem from the Ji rotation generators

that now generate translations of momentum, and Tz that has become

ı 1̂ 7!1, commuting with all.

6.2.1 Geometric Model
In the sameway that we selected the symmetry group of a fundamental object

in E3 to parametrize its manifold of cosets, in the W2 Heisenberg–Weyl

group for geometric-optical (and classic mechanical) models we select the

fundamental object given by the 1-parameter subgroup {eυ1}, so that the

space of its cosets is the manifold of phase space points {q, p}2R4—without

14 Wemay instead decree that υ2R to have the covering group of the usually understoodHeisenberg–Weyl

group.
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phases. The action of the group on this manifold is then through the expo-

nentiated Poisson operators,

ð77Þ

and eυ{1, ∘} ¼ 1. Hence from a fundamental (0, 0) point we reach all other

points in this phase space by translations. The generator R in (73) rotates

jointly q and p in their x–y planes.

6.2.2 Wave Model
For the wave/quantum model, the fundamental object has the symmetry

subgroup {eiτ�Q}, whose manifold is that of positions {q}2 R2 and a phase.

From here we obtain the realization of the group W2 on functions ψ (q) of
the position manifold,15

ð78Þ

where the generators have the well-known form

PiψðqÞ¼�i
@

@qi
ψðqÞ, QiψðqÞ¼ qiψðqÞ, i2fx,yg, (79)

while ı1̂¼ i1̂.

This model thus realizesW2 by unitary transformations (78) on L2ðR2Þ,
and ofw2 by operators (79) that are essentially self-adjoint. Different choices

in the coset decomposition of W2 yield other realizations of the

Heisenberg–Weyl algebra and group (Wolf, 1975). Admittedly, the standard

realizations (77) and (78) do not need the “fundamental object” approach for

their construction, which we added only for completeness to show that they

stem from contraction of the Euclidean models.

15 If we require the physical units of the generators: in optics positions qi have units of distance while

momenta pj have no units; hence ı also has units of distance and one should introduce the reduced

wavelength to have or in the geometric or wave optical models. In

quantum mechanics on the other hand, momentum has units of mass� distance/time, and ı has units
of action, so one has ℏ i1̂ with a fixed ℏ :¼ h=2π.
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7. LINEAR TRANSFORMATIONS OF PHASE SPACE

In both the classical geometric and wave/quantum models, the

Heisenberg–Weyl algebra is special in having a center, i.e., the generator

1̂ that has null Lie brackets with all others, Â2w2. When

we introduce the additional operation of multiplication between elements

of an algebra, we generate its covering algebra, whose elements are ÂB̂,

ÂB̂Ĉ, etc.; this operation is commutative in classical models, and non-

commutative, in wave/quantum models. The Lie

bracket of the algebra can be extended to its covering through the Leibniz

identity: Unit central elements with

the property 1̂Â¼ Â1̂¼ Â allow the quadratic extension in the covering

algebra to be a Lie algebra in its own right. In this way, out of w2 we pro-

duce the 4D real symplectic algebra sp(4,R) that will generate the group of

linear canonical transformations of interest in optics (Goodman, 1968;

Kauderer, 1994).

7.1 Geometric Model
In the classical model, whose four w2 generator functions commute, its qua-

dratic extension contains the following 10 quadratic generator functions

q2x, qxqy, q2y ,

p2x, pxpy, p2y ,

qxpx, qxpy,

qypx, qypy:
(80)

Linear combinations of these functions belong to a 10D linear vector space

where Poisson brackets between any pair give back functions within that set

(for example, fqxqy,qxpyg¼ q2x); hence this vector space is a Lie algebra

sp(4,R), whose name will be justified below. Moreover, Poisson brackets

of sp(4,R) elements with the original w2 elements return linear combina-

tions of elements of the latter (for example, {qxqy, px}¼ qy). The exponential

Taylor series (43) of expðτfa, ∘gÞ, {a, ∘} 2 sp(4,R) will thus produce finite
linear transformations of the 4D manifold (q, p) that will form the Lie group

Sp(4,R). These transformations will be canonical since they are generated

through Poisson bracket operators.

The 4� 4 Sp(4,R) matrices do not exhaust all the 16 independent linear

transformations of the 4D manifold w :¼ (qx, qy, px, py)
>2 R4. Canonicity

demands that the fundamental Poisson brackets of the w2 generators written

in (41) be respected. These we can write in block matrix form as
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fw>,wg :¼ ðq,pÞ, q

p

� �	 

:¼ fqi, qjg fpi, qjg

fqi, pjg fpi, pjg
� �

¼ 0 �δi, j
δi, j 0

� �
, (81)

and demand that when w 7!M w, with a matrix M, we satisfy

Ω :¼fw>,wg¼fðMwÞ>,Mwg¼MΩM>: (82)

In 2 � 2 block form, withM¼ a

c

b

d

� �
and Ω¼ 0

1

�1

0

� �
¼�Ω�1, this reads

0 �1

1 0

� �
¼ �ab> +ba> �ad> +bc>

�cb> +da> �cd> +dc>

� �
: (83)

From here we conclude six independent conditions:

ab>, cd> are symmetric ðand also a>c, b>dÞ, ad>�bc> ¼ 1, (84)

) M�1¼ΩM>Ω�1¼ d> �b>

�c> a>

� �
2Spð4,RÞ: (85)

MatricesM that satisfy (82) with the nondiagonal metricmatrixΩ are called

symplectic (Guillemin & Sternberg, 1984; Kauderer, 1994). The product of

two symplectic matrices is symplectic, the unit and inverses are symplectic.

They form the Lie group Sp(4,R) of linear canonical transformations of

phase space.

There are several schemes to sensibly organize the 10 generators of sp
(4,R) in (80) and their corresponding Sp(4,R) group parameters. One

scheme, which may be called “optical” favors separating the phase space trans-

formations due to three thin anamorphic lens parameters, three free aniso-

tropic flight parameters, and four ideal magnifiers,

exp
X
i�j

ci, jqiqj, ∘

( )
q

p

� �
¼ 1 0

c 1

� �
q

p

� �
, c ¼ cx,x cx,y

cx,y cy,y

� �
, (86)

exp
X
i�j

bi, jpipj, ∘

( )
q

p

� �
¼ 1 �b

0 1

� �
q

p

� �
, b ¼ bx,x bx,y

bx,y by,y

� �
, (87)

exp
X
i, j

ai, jqipj, ∘

( )
q

p

� �
¼ e�a 0

0 ea
>

� �
q

p

� �
, a ¼ ax,x ax,y

ay,x ay,y

� �
: (88)
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Products between elements of the first two subgroups represent all paraxial

optical setups of lenses and empty spaces.16

Another scheme to organize the generators (80) highlights the structure of

the real symplectic algebras and groups by identifying those quadratic func-

tions, linear combinations of (80), which generate rotations of phase space. To

this end we profit from the 4� 4 representation ofM 2 Sp(4,R), to find the
representation of the generating algebra, m 2 sp(4, R) for M¼ expðεmÞ as
ε ! 0, so that M �1 + εm. Then, from (82),

Ω¼MΩM> ) mΩ¼�Ωm>: (89)

Matrices satisfying the last equality represent sp(4,R) and are called infini-

tesimal symplectic, or betterHamiltonianmatrices, since some end up in their

own right generating the dynamics of mechanical systems with quadratic

Hamiltonians.

Acting on the 4D vector space w ¼ (qx, qy, px, py)
>, we see that

skew-symmetric matrices m ¼ �m> which satisfy (89) generate rotations

because expðθmÞ¼ expð�θm>Þ is orthogonal. There are then four line-

arly independent such matrices, which include two fractional Fourier trans-

forms (FrFT) (Mendlovic & Ozaktas, 1993; Ozaktas & Mendlovic, 1993a,

1993b; Ozaktas, Zalevsky, & Kutay, 2001; Sudarshan, Mukunda, &

Simon, 1985) that rotate in qi–pi planes, cross-rotation (gyrations) in the

qx–py and qy–px planes, and rotation in the x–y planes. Their generator func-
tions and representing skew-symmetric matrices are

isotropic FrFT : ‘0 :¼ 1
4

p2x + p2y + q2x + q2y

� �
$ 1

2

0
�1

0

0

�1
1

0

0

1
0

 !
, (90)

anisotropic FrFT : ‘1 :¼ 1
4

p2x�p2y + q2x� q2y

� �
$ 1

2

0
�1

0

0

1
1

0

0

�1
0

 !
, (91)

gyrations : ‘2 :¼ 1
2
pxpy + qxqy
� � $ 1

2

0
0

�1

�1

0
0

1

1

0
0

 !
, (92)

16 One would still have to show that any Sp(4,R) can be reached through products of elements in those

two subgroups—and if so, with howmany elements? In the 1D case of Sp(2,R) the answer is with up

to three lenses and three empty spaces (Wolf, 2004, sect. 10.5), but in D dimensions I believe the

question is still open.
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rotations : ‘3 :¼ 1
2
qxpy� qypx
� � $ 1

2

0

1

�1

0
0

0
0

1

�1

0

 !
: (93)

Under Poisson brackets, these functions close into a subalgebra of sp(4,R):

f‘i, ‘jg¼ ‘k, i, j,k cyclic; and f‘0,‘ig¼ 0, (94)

that we identify as u(2) ¼ u(1) �su(2), the algebra of 2 � 2 skew-adjoint

matrices, whose center u(1) is ‘0 in (90), the isotropic harmonic oscillator

Hamiltonian that generates the fractional Fourier transform, while su(2) is
the well-known angular momentum algebra that generates 3D rotations.

The representing matrices satisfy the same algebra (94) under commuta-

tion. In Fig. 4 we show the generated su(2) rotations that include aniso-
tropic Fourier transforms, gyrations, and rotations. This u(2) is called

the Fourier algebra uFð2Þ� spð4,RÞ of ortho-symplectic matrices (Simon &

Wolf, 2000).

The finite Sp(4,R) matrices generated by (90)–(93) are obtained by

exponentiation. Since exp 1
2
θ 0 �1

1 0

� �
¼ cos 1

2
θ � sin 1

2
θ

sin 1
2
θ cos 1

2
θ

� �
, writing c :¼ cos 1

2
θ

and s :¼ sin 1
2
θ for brevity, these are respectively

c1 �s1

s1 c1

� �
;

c

0

0

c

�s

0

0

s

s

0

0

�s

c

0

0

c

0
@

1
A,

c

0

0

c

0

�s

�s

0

0

s

s

0

c

0

0

c

0
@

1
A,

c

s

�s

c
0

0
c

s

�s

c

 !
: (95)

Fig. 4 The SU(2)F Fourier (sub)-group of anisotropic fractional Fourier transforms gen-
erated by (91), gyrations (92), and rotations (93). The isotropic U(1)F Fourier transforms
generated by (90) commute with these and can be visualized as the product circle that
closes the S2 sphere of the figure into a S3 sphere in a 4D ambient space.
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Since the parameter ranges are all finite, θ 
 θ + 4π, the total volume of the
group is finite, i.e., it is compact; in fact, this UF(2) is the maximal compact

subgroup of Sp(4,R). Note that the SUF(2) factor covers twice the normal

rotation groupSO(3) because of the argument 1
2
θ in the trigonometric func-

tions, while the central factor UF(1) can be infinitely covered by R.
The remaining six independent generators of sp(4,R) are repre-

sented by symmetric matrices m in (89), whose exponentials follow

exp 1
2
ζ 0

1

1

0

� �
¼

cosh
1

2
ζ

sinh
1

2
ζ

sinh
1

2
ζ

cosh
1

2
ζ

 !
, and whose elements are unbounded. These

and the previous considerations lead us to understand the Sp(4,R) 10D
manifold of parameters as a higher-dimensional one-sheeted hyperboloid

whose waist UF(1) allows for multiple covers. Its double cover is Mp(4,R),
the metaplectic group.

To study the structure of Sp(4,R) it is helpful to use the accidental

homomorphism of the Lie algebra sp(4,R) and the Lie algebra so(3,2)
of infinitesimal 5 � 5 pseudo-orthogonal matrices under the metric

(+, +, +,�,�).17 Using this feature, one can simplify the problem of finding

all inequivalent optical systems between 2D screens, i.e., the independent

matrix conjugation classes in sp(4,R), called orbits, obtained from αMmM�1

by letting α 2 R and M roam over Sp(4,R). For Sp(2,R) this is easy: there
are three orbit representatives corresponding to the 1D harmonic oscillator,

the repulsive oscillator, and free flight. In sp(4,R) we have 4 continua of

orbits, plus 12 points of isolated systems that are inequivalent to each other

(Wolf, 2004, chap. 12; Khan & Wolf, 2002).

7.2 Wave Model: Canonical Integral Transforms
One of themost significant extensions in the theory of Fourier analysis during

the last few decades is that of linear canonical transforms (Healy, Alper Kutay,

Ozaktas, & Sheridan, 2015). This was born as the solution to a rather (now)

evident problem in paraxial optics: the transfer function between input and

output scalar wavefields, as formulated by Collins in 1970 and, almost

17 This homomorphism is similar to the well-known infinitesimal unitary spin and rotation matrices,

su(2) and so(3), as well as between infinitesimal pseudo-unitary, symplectic, and 3D Lorentz Lie alge-

bras: su(1, 1) ¼ sp(2,R) ¼ so(2, 1). Note carefully that while the Lie algebras are the same, their

exponentiation to the corresponding Lie groups can lead to different coverings. Thus SU(2) covers
SO(3) twice; similarly SO(2,1) is covered twice by SU(1, 1)¼ Sp(2,R), while Sp(2,R) is doubly cov-

ered by the group Mp(2,R) of integral transforms (to be seen in the next section), and also has an

infinite cover Sp(2;RÞ.
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simultaneously, as the solution to a question in mathematical physics, inves-

tigated by Marcos Moshinsky and Christiane Quesne, on the representation

of the group of linear canonical transformations in quantum mechanics

(Moshinsky&Quesne, 1971; Quesne &Moshinsky, 1971). The initially sep-

arate development of both lines of research and their intertwining provides in

itself an interesting foray into the ways scientific knowledge propagates in pure

and applied fields that was analyzed in Liberman and Wolf (2015).

7.2.1 Linear Maps of the Heisenberg–Weyl Algebra
Within the context of the optical models based on the quadratic extension of

the Heisenberg–Weyl algebra and group, most of the exploratory work on

the model of Sp(4,R) paraxial optical systems has been done above in the

geometric realization. In the wave (or quantum) model we have the oper-

ators Qi, Pj in (79) and i1̂, which also provide a quadratic extension of their

wave w2 realization.

Following Moshinsky and Quesne, for general dimension D we search

for operators CM, M 2 Sp(2D, R) such that, with the matrix inverse to

M¼ a

c

b

d

� �
, namely M�1 given in (85),

CM Q

P

� �
C�1
M ¼M�1 Q

P

� �
¼ d>Q�b>P

�c>Q+ a>P

� �
: (96)

Now the action of this CM on functions f ðqÞ 2L2ðRDÞ can be found letting
(96) act on some f (q) to obtain 2D simultaneous equations of the form

CMðQ f ðqÞÞ¼d>Q CM f ðqÞ�b>P CM f ðqÞ, (97)

CMðPf ðqÞÞ¼�c>Q CM f ðqÞ+ a>P CM f ðqÞ: (98)

Let now fMðqÞ :¼ðCM f ÞðqÞ, writing Qj f (q) ¼ qj f (q), Pj f (q) ¼ �i@j f (q)
and @j f (q) :¼ @f (q)/@qj. Then we have

CMðqi f ðqÞÞ¼
X
j

ðdj, iqj + ibj, i@jÞ fMðqÞ, (99)

�i CMð@i f ðqÞÞ¼
X
j

ð�cj, iqj� iaj, i@jÞ fMðqÞ: (100)

7.2.2 Integral Transform Realization
We expect CM f ðqÞ to be an integral transform of f (q) because such are the

Fourier transforms that belong to Sp(4D,R) in (90) and (91), and the Fres-
nel transform for (87), that is, with an integral kernel CMðq,q0Þ, and of

the form
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CM f ðqÞ¼
Z
RD

dDq0 CMðq,q0Þ f ðq0Þ: (101)

Introducing this into (99) and (100) and integrating by parts the terms on the

right-hand sides where the derivatives act on f ðq0Þ so that they act on the

kernel, we obtain a set of differential equations that the kernel must satisfy,

q0iCMðq,q0Þ ¼
X
j

ðdj, iqj + ibj, i@jÞCMðq,q0Þ, (102)

@0
iCMðq,q0Þ ¼

X
j

ðicj, iqj� aj, i@jÞCMðq,q0Þ: (103)

Up to a constant factor, the solution is a complex Gaussian,

CMðq,q0Þ ¼KM expi
1

2
q>b�1dq�q>b�1q0 + 1

2
q0>ab�1q0

� �
, (104)

where the normalization constant KM can be evaluated through asking for

the Fresnel transform that corresponds to CMðbÞðq,q0Þ! δDðq�q0Þ for

MðbÞ¼ 1

0

b

1

� �
as b !0. Since b is then a symmetric matrix due to (84)

it can be diagonalized to (β1, β2, …, βD), and the exponent expanded to

a sum over the coordinates where for each we use the Dirac-δ convergent
limit for oscillating but decreasing Gaussians in the second and fourth

complex-β quadrants,

lim
β!0

1ffiffiffiffiffiffiffiffi
2πβ

p exp i
ðq� q0Þ2

2β

� �
¼ σβ e

iπ=4 δðq� q0Þ, σβ :¼
+1, arg β2 ½�1

2π,0�,
�1, arg β2 ½12π,π�:

(
(105)

The normalization constant in (104) is then obtained as a product of limits

for each coordinate,

KM¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2πiÞDdetb

q ¼ e�iπD=4 expð�i 1
2
arg detbÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2πÞDjdetbj
q : (106)

Having reached b ¼ 0, the decomposition of a generic Mo ¼
a

c

0

a>�1

� �
2Spð2D,RÞ reads

ðCMo
f ÞðqÞ¼ exp i1

2
q>ca�1q

� �ffiffiffiffiffiffiffiffiffiffi
deta

p f ða�1qÞ: (107)

Finally, when detb¼ 0 but b6¼0, we perform a similarity transformation to

bring b to diagonal form and use (105) for its null eigenvalues.
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7.2.3 Fractional Fourier and Canonical Transforms
The set of canonical integral transform kernels CMðq,q0Þ in (102) are a rep-

resentation of the group of 4� 4 symplectic matricesM 2 Sp(2D, R), which
we regard as a matrix of continuous, infinite rows and columns ðq,q0Þ. Their
basic group composition property was addressed by Moshinsky and Quesne

(1971), who found that, for M1M2 ¼ M3, their kernels compose asZ
RD

dDqCM1
ðq,q0ÞCM2

ðq0,q00Þ ¼ σ1, 2; 3CM2
ðq,q00Þ, (108)

σ1, 2; 3 :¼ sign ðdetb3=detb1 detb2Þ, (109)

where b1, b2, and b3 are the upper-right submatrices of the M’s.

The “ambiguity sign” σ1, 2; 3 in the group composition in (108) stems from

the sign σβ in (105) andwould not go away through any redefinition of phases.
Only somewhat later it was recognized that this sign is due to the multiple

cover of the symplectic groups afforded by this set of kernels, whose topolog-

ical features were studied by Valentin Bargmann for 1D in Bargmann (1947)

and forND in Bargmann (1970). His analysis follows the polar decomposition

of complex numbers into a phase and a positivemagnitude; formatrices, this is

a decomposition into a unitary matrix (of the Fourier subgroup U(N)F) and a

positive definite matrix, with an appropriate choice of parameters. Unitary

matrices in turn can be decomposed into the subgroup SU(N)F with unit

determinant, and the subgroup of matrices which are the circle of isotropic

fractional Fourier transformsU(1)F in the geometricmodel (90); the latter bear

the onus of multivaluation because the manifolds of the other two factors are

simply connected.

Fractional Fourier transforms F α of power α were defined in 1937 by

Condon (1937) essentially on the path (103)–(105); they were rediscovered
by Namias (1980), who found the kernel through the bilinear generating

function of the harmonic oscillator wavefunctions, with a phase e+iα/2 which

guarantees that F α1F α2 ¼F α1 +α2 and F 4¼ 1 in 1D. Comparison with the

canonical transform kernel18 in (102) for the D-dimensional version shows

that for angles and powers ϕ¼ 1
2
πα,

CFðϕÞ ¼ expðiDα=πÞ F α
ðDÞ for FðϕÞ :¼ cosϕ1

� sinϕ1

sinϕ1

cosϕ1

� �
: (110)

18 The kernel of the Fourier transform we take as 
 e�iqq0 ; Namias’s work uses 
 e+ iqq0 instead since he

follows the harmonic oscillator evolution.
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We see that while the fractional Fourier transform inCondon (1937), Namias

(1980), and McBride and Kerr (1987) is a fourth root of the unit transforma-

tion, F 4¼ 1, in D dimensions we have C4F ¼ e�iπD1, which is�1 whenD is

odd (including the basic 1D case), and 1 in even dimensions (including the

D ¼ 2 case of our concerns). The subgroup fCFðϕÞgϕ2S1 of canonical trans-

forms represents the quantum harmonic evolution cycle, thus distinct by a

phase from the fractional Fourier transform defined in those references.

7.2.4 Canonical Transforms—Remarks and Extensions
Another special property of the wave/quantum canonical transforms is that

they are generated by second-order differential operators, in complete alge-

braic correspondence with the classical counterpart of first-order Poisson

operators given in (86)–(88) (Wolf, 1974). It is worth noting that the work

of Lie (1888) and practically all subsequent work on Lie algebras (Gilmore,

1978) had dealt with first-order differential operators only, although the 1D

time evolution generated by oscillator or waveguide Hamiltonians was used

on occasion.

The triple connection between 2D�2D symplectic matrices, integral

transforms, and exponentials of up-to-second-order differential operators,

provides several computationally easy ways to find special function identities

and Baker–Campbell–Hausdorff relations to factorize exponentials of non-

commuting exponents (Garcı́a-Bull�e, Lassner, & Wolf, 1986).

An important special case arises when the optical setups are assumed to be

axially symmetric, described by matrices M¼ a1

c1

b1

d1

� �
2Sp 2,Rð Þ. The inte-

gral kernel then involves Bessel functions in the radial coordinate, and phases

eimθ that are used to project 
 Jmðrr 0=bÞ kernels times oscillating exponentials.

These radial canonical transform unitary kernels belong to the Bargmann dis-

crete series (Bargmann, 1947) of irreducible representations of Sp(2,R), where
Laguerre–Gauss beams are prominent. Another special (but less-known) case is

that of hyperbolic canonical transforms where the 1’s in M are replaced by
1

0

0

�1

� �
’s. The kernel involves Hankel functions and lies in the continuous irre-

ducible representation series of this group (Healy et al., 2015, chap. 1).

Note that the parameters ofSp (2D,R) can be complexified to build the

Lie algebra Sp(2D, C), with the same properties (84) and (85), but its inte-

gral transform realization is only possible for L2ðRDÞ functions when the

Gaussian factor to be integrated is in the lower complex half-plane, i.e.,

Im (ab�1)i,j � 0. The resulting integral transforms form a complex semi-

group (i.e., with no guaranteed inverse), called HSp (2D,C). This allows
one to treat diffusion phenomena with the same tools as for wave/quantum
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evolution. Thus the diffusion of harmonic, repulsive, and Airy heat distri-

butions follows convertical ellipses, hyperbolas, and parabolas (Wolf, 1979,

chap. 12), while oscillating Gaussians follow diverging lines. Moreover,

with an extension of the measure dDq to an appropriate measure μ(q, q*)
dDRe q dDIm q on the complex plane, these diffusive transforms can made

unitary (Bargmann, 1970; Wolf, 1974).

8. THE METAXIAL REGIME

Beyond the quadratic extension of the Heisenberg–Weyl algebra to

the real symplectic algebra, we can propose a nested family of extensions

generated by polynomials in the phase space variables or operators of

degree higher than those in (80), which will generate nonlinear (but canon-

ical) transformation of phase space. First we shall build this covering algebra

structure for 1D images, and then consider the aberration of 2D images by

aligned axis-symmetric optical setups. The resulting classification of aber-

rations to third order follows roughly that of Seidel (1853), who was inter-

ested in image formation rather than phase space transformations, but

departs from their subsequent treatment by Buchdahl (1970) for

higher-order aberrations.

8.1 Aberrations in 2D Systems
In classical 2D paraxial systems, where screens are one-dimensional lines and

phase space (q, p) 2 R2 is two-dimensional, consider the monomials

Mk,mðp,qÞ :¼ pk+mqk�m, of
rank k2f0, 1

2
,1, 3

2
,2,…g,

weight m2fk,k�1,…,�kg:

(
(111)

For k ¼ 0, M0,0 ¼ 1, while for k¼ 1
2
, M1

2
, 1
2
¼ p and M1

2
,�1

2
¼ q are the phase

space variables. Then, for k ¼ 1 we have the quadratic monomials M1,m ¼
{p2, pq, q2} 2 sp(2,R), m 2{1, 0, �1}, that we saw in the last section. For

general k,k0 their Poisson brackets are

fMk,m,Mk0,m0g ¼ 2ðkm0 �k0mÞMk+ k0�1,m+m0 , (112)

so they generate a countably infinite covering algebra of the classical

Heisenberg–Weyl algebra which is graded by rank k.
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Under linear transformations of phase space, (86)–(88) with ad� bc¼ 1,

each set of 2k+ 1monomialsMk,m in each rank kwill transform as amultiplet,

i.e., only among themselves as, 19

C a b
c d

� �
:

q
p

� �
¼ a b

c d

� ��1 q
p

� �
¼ d

�c

�b

a

� �
q

p

� �
) (113)

C a b
c d

� �
:Mk,mðq,pÞ ¼

Xk
m0¼�k

Dk
m,m0

a b
c d

� ��1

Mk,m0 ðq,pÞ, (114)

Dk
m,m0

a b
c d

� �
:¼
X
m00

k+m

m00 �m0

� �
k�m

k�m00

� �
� ak�m00

bm
00�mcm

00�m0
dk+m+m0�m00

,

(115)

where the matrices Dk
m,m0 ðMÞrepresent the linear canonical transformation

CðMÞ
 CM 2Spð2,RÞ.
Using (112) repeatedly on q

p

� �
, we find the action of the higher mono-

mials Mk,m, k > 1 as generators of one-parameter groups of nonlinear trans-

formations of phase space,

expðαfMk,m, ∘gÞ q

p

� �
¼

q 1+
X∞

n¼1

ð�αÞn
n!

c�k,m;n Mnðk�1Þ,nm

� �

p 1+
X∞

n¼1

ð+ αÞn
n!

c +k,m;n Mnðk�1Þ,nm

� �
0
BBB@

1
CCCA, (116)

with cσk,m;n :¼
Qn�1

s¼0 k+ σð2s�1Þmð Þ.20 In the series (116), the term linear in

α (n¼ 1) is of degree 2k� 1 in the phase space variables; the fMk,mgkm¼�k are

thus the generators of aberrations of order A :¼ 2k � 1.21

Consider the following five aberrations of order 3, fM2,mg2m¼�2 where

we now cut the series of expαfM2,m, ∘g in (116) after the term linear in

α, cubic in (q, p), and identify them by names that will be borne out through

the spot diagrams of the case of 3D optics on 2D screens in the following

section,22

19 In comparing with Wolf (2004, eq. (13.5)) we note that instead of p
q

� �
there we have here q

p

� �
. The

expressions match when we exchange a$ d and b$ c.
20 Note that for k¼ 1

2
,1 these coefficients become null after the first n-term.

21 We shall here exclude half-integer ranks 1
2
, 3
2
,… for simplicity: they generate aberrations of even order

such as due to misaligned 2D optical systems. Nevertheless they can be treated on equal footing with

the axis-symmetric aberrations (Wolf, 2004, chap. 13).
22 Perhaps I should apologize for the name ofM2, �2¼ q4. It does not seem to have had any name before;

its p-unfocusing property suggested the irreverent name of pocus.
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MONOMIAL MAP LINEAR IN α NAME

M2,2¼ p4, :
q

p

� �
7! q�4αp3

p

� �
, spherical aberration;

M2,1¼ p3q, :
q

p

� �
7! q�3αp2q

p+ αp3

� �
, coma,

M2,0¼ p2q2, :
q

p

� �
7! q�2αpq2

p+2αp2q

� �
,

astigmatism=
curvature of field;

M2,�1¼ pq3, :
q

p

� �
7! q�αq3

p+3αpq2

� �
, distortion,

M2,�2¼ q4, :
q

p

� �
7! q

p+4αp3

� �
, pocus:

(117)

Yet except forMk,	k, (117) are not canonical transformations of (q,p) because of

terms in α2 and higher; they will be canonical only if the full series (116) is kept.
In order to cogently approximate the phase space transformations with (pre-

sumably small) aberrations, let us define canonicity up to rank K through cutting

Poisson brackets between monomials (112), by defining

fMk,m,Mk0,m0gðKÞ :¼
2ðkm0 �k0mÞMk+ k0�1,m+m0 , k+ k0 �1�K ,

0, otherwise:

	
(118)

With the cut brackets, the transformation of (q,p) in (117) can be thus

declared to be canonical—up to rank K ¼ 2, or aberration order A ¼ 3. Let

us denote by Ak the linear vector space spanned by the monomials Mk,m,

of elements Ak¼
Pk

m¼�kαk,mMk,m 2Ak with coefficients αk,m 2 R, which
maps on itself irreducibly under linear Sp(2,R) transformations.

The next term in the series (116) is
 α2; this brings in cut Poisson oper-
ator monomials {A2, {A2, q}}(3) and {A2, {A2, p}}(3), which are generally of

degree 5 in the phase space variables. These terms are also brought in by the

action {A3,∘}(3) of monomials of rank 3 (aberration order 5), which belong

to the multiplet of seven generators in A3; the transformations will be

canonical up to rank K ¼ 3. With the cut Poisson brackets (118) we con-

struct thus a Lie group that contains linear transformations CM (generated by

the quadratic polynomials in A1), and aberrations of orders 3 and 5, gener-

ated by A2 and A3. The structure of this group is similar to that of the

Euclidean group in Section 2; it is a semidirect product whose invariant
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subgroup—there translations, here aberrations of ranks 2 and 3—is now not

abelian: fA2,B2gð3Þ 2A3; the factor group was there SO(3) and is here

M 2Sp(2,R) acting through (114) on the aberration generators that we col-
lectively indicate by A ¼ {A3, A2}. We thus build the fifth-order aberration

group with elements written in the factored-product parametrization (Dragt,

1982a, 1982b, 1987), as

ð119Þ

The product of two A3Sp(2,R) elements, G3ðA,MÞ and G3ðB,NÞ is then
G3ðA,MÞ G3ðB,NÞ¼G3ðA,1Þ CM G3ðB,1Þ CN

¼G3ðA,1Þ G3ðCM : B,1Þ CMN

¼G3ðA♯ ðCM : BÞ,MNÞ,
(120)

where CM : B¼CM B C�1
M is the linear transformation in A3[A2, and

A ♯ B is the compounding of aberrations through the cut Poisson bracket

{∘, ∘}(3) in (112), that we called the gato multiplication (Wolf, 2004). The

7 + 5 aberration polynomials indicated by A contain

A3ðp,qÞ¼
X3
m¼�3

α3,mM3,mðp,qÞ, A2ðp,qÞ¼
X2
m¼�2

α2,mM2,mðp,qÞ, (121)

and their gato product C ¼ A ♯ B has generating polynomials

C2ðp,qÞ¼A2ðp,qÞ+B2ðp,qÞ, (122)

C3ðp,qÞ¼A3ðp,qÞ+B3ðp,qÞ+ 1

2
fA2,B2gðp,qÞ, (123)

while {A2, B3}(3) ¼ 0 and {A3, B3}(3) ¼ 0. The group unit is G3ð0,1Þ, the
inverse is G3ðA,MÞ�1¼G3ð�C�1

M : A,M�1Þ, and associativity holds. In

Fig. 5 we show the maps produced by the monomial aberration functions

in (116) on 2D phase space.

Application of G3ðA,MÞ to the phase space coordinates (q,p) first per-

forms the linear canonical transformation CM, then acts with expfA2,∘gð3Þ ¼
1+ fA2,∘g+ 1

2
fA2,fA2,∘gg producing a polynomial of degrees up to 5 in

the phase space variables, and lastly acts with expfA3,∘gð3Þ ¼ 1+ fA3,∘gð3Þ,
yielding the result as a polynomial with terms of degrees 1, 3, and 5. The

transformation will be canonical up to rankK¼ 3 and the number of param-

eters αk,m, k ¼ 1, 2, 3 and mjk�k, is thus 3 + 5 + 7 ¼ 15. The explicit
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multiplication tables in terms of these aberration parameters for orders up to 7

are given in Wolf (2004, Part IV), which were calculated using Wolf and

Kr€otzsch (1995).

8.2 Axis-Symmetric Aberrations in 3D Systems
Axis-symmetric linear transformations form a subgroup of the symplectic

Sp(4,R) group of the paraxial model of Section 6, whose elements are

block-diagonal, M¼ a1

c1

b1

d1

� �
, and whose generating Lie algebra is effec-

tively sp(2,R). They represent 3D systems which are invariant under rota-

tions around the z optical axis, and under reflections across planes that

Fig. 5 Linear transformations and aberrations of classical phase space q, p, generated by
the monomials (116), classified by aberration order A ¼ 2k � 1 and weight m. The unit
map is at the top; in the second row, Heisenberg–Weyl translations along q and p (zero
aberration order). The three linear transformations (A ¼ 1) are free propagation, mag-
nification, and thin lens; higher-order aberrations of orders A ¼ 2, 3, 4, 5… follow.

262 Kurt Bernardo Wolf

Author's personal copy



contain it. A basis for this algebra are the Poisson operators of the three

functions23

M1,0,0 :¼ jpj2, M0,1,0 :¼p �q, M0,0,1 :¼ jqj2: (124)

The 3D counterpart of the monomials (111) are now

Mk+,k0,k�ðp,qÞ :¼ðjpj2Þk+ðp �qÞk0ðjqj2Þk� ,

of
rank k :¼ k+ + k0 + k� 2 f0,1,2,…g,
weight m :¼ k+�k� 2 fk,k�1,…, �kg:

(
(125)

Wecanorganize themonomialsMk+,k0,k� along the axes kσ,σ2 {+, 0,�},

where at a glance we see that this is the same diagram as that of the

eigenstates of a 3D quantum harmonic oscillator, with kσ energy quanta

on the σ-axis. There is more than a passing analogy with boson SU(3) mul-

tiplets with (124) as quarks, of dimensions 1, 3, 6, 10, …; it directs us to

reduce each rank-k multiplet with respect to a “symplectc spin-j” into sub-

multiplets that will not mix among each other under the Sp(2,R) linear
canonical transformations generated by (124), which are the same as (115)

with D
j
m,m0

a

c

b

d

� �
, where

rank k even ) j2f0,2,4,…,kg,
k odd ) j2f1,3,5,…,kg, m,m0jj�j:

(126)

This classification of aberrations is shown in Fig. 6, with the ‘symplectic

harmonics” defined as (Wolf, 2004, sect. 14.2)

Yk, j,mðp,qÞ¼ ðp�qÞk�j Yj, j,mðp,qÞ,

Yj, j,mðp,qÞ¼ ðj+mÞ! ðj�mÞ!
2jð2j�1Þ!!

X
ν2Nðj,mÞ

2ν
jpjj+m�ν

1
2ð j+m�νÞ
h i

!

ðp �qÞν
ν!

jqjj�m�ν

1
2ð j�m�νÞ
h i

!
,

(127)

where N(j, m) :¼ {j�jmj, j�jmj�2, …, 0 or 1} and n!! :¼ n�(n�2)…2

or 1. We note the presence of p�q as factor in (127), which by itself

is not symmetric under reflections, but appears with even powers and

is invariant under Sp(2,R). There are six third-order axis-symmetric

3D aberrations; in the Cartesian basis (125), M2,0,0, M1,1,0, …, M0,0,2,

23 We exclude the “angular momentum” function p� q, which would be necessary for magnetic optics

(Dragt, 2004).
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where M0,2,0 and M1,0,1 have the same rank and weight k, m. In the sym-

plectic basis (127) the last two are separated into Y2,2,0¼ 1
3
jpj2jqj2 +

2
3
ðp �qÞ2 and Y2,0,0 ¼ (p�q)2, where the former is part of the “spin”

quintuplet Y2,2,m, and the latter is an invariant singlet. In Fig. 7 we show

the spot diagrams24 of the Cartesian and “spin” multiplets of rank k ¼ 2.

The construction of the 3D axis-symmetric aberration group follows that

of the 2D case in (119) and (120), except that CM : B will now entail a 6�6

matrix in the Cartesian basis; in the symplectic spin basis this matrix is

block-diagonal, with 5�5 and 1�1 submatrices. There is thus some compu-

tational advantage in using the spin basis for aberrations of higher order, but

also in the geometric interpretation of the spot diagrams of these aberrations.

The use of aberration expansions may presently be obviated by fast and

reliable ray-tracing computer algorithms. Still, this classification of phase

space nonlinear maps clearly profits from the quantum harmonic oscillator

state pattern and seems to be applicable to mechanical and other models,

and extendable to a quantum/wave version. The monomials in (111)

will straightforwardly “quantize” to essentially self-adjoint operators on

Fig. 6 The “symplectic harmonic” aberrations Yk, j, m(p, q) classified into multiplets j of
the SO(3) rotation group (represented as dots joined by horizontal lines). For each k, on
the right, the triangular multiplets of monomial aberrations Mk+,k0 ,k� in (125) for the
corresponding rank k. This is in exact analogy with the 3D quantum harmonic oscillator
states.

24 A spot diagram in the optical context is the image of a nested set of cones (for various values of jpj) that
issue from a fixed point q away from the origin.
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L2ðR2Þ, only taking care to use the Weyl symmetrization for the noncom-

muting factors, which preserves their transformation properties under the

linear symplectic subgroup. In Wolf (2004, chap. 15) we apply these tech-

niques toward the correction of three fractional Fourier transform setups: a

single axis-symmetric lens of polynomial surface, such a lens with a

reflecting back surface, and a waveguide of polynomial refractive index

profile.

200

101

011

020

110

220

200

002

Fig. 7 Left: Spot diagrams of the monomial generator functions Mk+,k0,k� in (125), indi-
cated by the Cartesian indices [k+, k0, k�]. Right: Spot diagrams of the two “symplectic
harmonic” aberrations generated by Y2, 0, 0 and Y2, 2, 0, indicated by (k, j,m) that belong
to the singlet and quintuplet irreducible representations, respectively, and are linear
combinations of [1,0,1] and [0,2,0]. In [0, 1, 1] (distortion) and [0, 0, 2] (pocus) the spots
are points; [0, 2, 0] and (2, 0, 0) are lines.
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9. DISCRETE OPTICAL MODELS

Many people would regard images on a finite pixelated screen as only

distantly related to “continuous” geometric or wave optics; if at all, it would

appear as obtained by sampling continuous images. But quite on the con-

trary, here we show that continuous optics is a contraction of the finite,

pixelated, discrete model. Or conversely, we can say that the discrete model

is a deformation of the continuous model (Boyer & Wolf, 1973; Wolf &

Boyer, 1974) with a further Weyl noncompact-to-compact replacement.

It is important to consider pixelated versions of optics because that is the

nature of the data that is obtained from CCD sensor arrays, transformed

and analyzed by computer algorithms (Pei & Ding, 2000; Pei & Yeh,

1997; Pei, Yeh, & Tseng, 1999).

With the same method we used to contract the Euclidean to the

Heisenberg–Weyl Lie algebras for the paraxial model in Section 6, we shall

contract the generators of rotation algebras to those of the Euclidean gen-

erators of Section 2. Then we shall show how pixelated screens contain a

union of irreducible representations of the rotation group, and how they

transform under the corresponding Fourier algebra (90)–(93) and group,

including unitary rotations, gyrations, and preliminarily aberrations. Here,

the requirement of canonicity is replaced by unitarity, i.e., reversibility

and no loss of information.

9.1 The Contraction of so(4) to iso(3)
Consider the generators of rotations in a 4D space of Cartesian coordinates

x1, x2, x3, x4, which span the special orthogonal Lie algebra so(4) of rota-
tions in this space, realized as

Λi, j :¼ i ðxi@j�xj@iÞ, i, jj41: (128)

Now separate this set into two subsets: the generators {Λ1,2, Λ1,3, Λ2,3}

of a subalgebra so(3), and the subsetΛ4 :¼ {Λ1,4, Λ2,4, Λ3,4} that transforms

as a 3-vector under commutation with the former,

½Λi, j,Λk,4� ¼ i ðδj,kΛi,4�δi,kΛj,4Þ: (129)

As in (70)–(74) we introduce a change of scale on the 3-vector, defining

Λ ðεÞ
4 :¼ εΛ4, with a parameter ε destined to vanish. The so(3) generators

Jk :¼ Λi, j (i, j, k cyclic) are left unscathed, as well as the transformation
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property (129) of Λ ðεÞ
4 under rotation. But the commutator between any

two of its components vanishes,

½ΛðεÞ
i,4 ,Λ

ðεÞ
j,4 � ¼ ε2½Λi,4,Λj,4� ¼ i ε2Λj, i 

!ε!0

0: (130)

In the limit, Ji remain as rotation generators while Ti ¼Λð0Þ
i,4 become trans-

lation generators of the inhomogeneous special orthogonal group ISO(3).

Since this E3 was referred to as the mother group of optical models,

SO(4) could be called the grand-mother group. Of course, this contraction

process also applies in N dimensions.

9.2 The Plane Pixelated Screen
We are interested in the four-dimensional Lie algebra of rotations so(4)
because this dimension is special: it applies to the “real” case of pixelated

2D displays, and the algebra so(4) is—unique among all orthogonal

algebras—a direct sum,25

soð4Þ¼ suð2Þx� suð2Þy, (131)

This can be seen through writing the generators (128) as

Jx1 ¼ 1
2
ðΛ2,3 +Λ1,4Þ, Jx2 ¼�1

2
ðΛ1,3�Λ2,4Þ, Jx3 ¼ 1

2
ðΛ1,2 +Λ3,4Þ,

J
y
1 ¼ 1

2
ðΛ2,3�Λ1,4Þ, J

y
2 ¼� 1

2
ðΛ1,3 +Λ2,4Þ, J

y
3 ¼ 1

2
ðΛ1,2�Λ3,4Þ,

(132)

and verifying that for i, j, k cyclic,

½ Jxi , Jxj � ¼ i Jxk , ½ Jyi , Jyj � ¼ i J
y
k , ½ Jxi , Jyj � ¼ 0: (133)

The rotation algebra so(4) has two Casimir invariant operators, ð~J xÞ2 and
ð~J yÞ2; their eigenvalues jx( jx+1) and jy( jy+1) determine that the generators

will have spectra composed of equidistant points mxj jx�jx
and myj jy�jy

, and

eigenfunction multiplets of Nx ¼ 2jx+1 and Ny ¼ 2jy+1 functions.

The gist of defining a discrete model is to associate the generators of

su(2)x � su(2)y to operators of position Qx, Qy with eigenvalues qxj jx�jx
, qyj jy�jy

,

momentum Px, Py, andmode Hx :¼ Jx3 + jx1 andHy :¼ J
y
3 + jy1 with eigenvalues

nxj2jx0 , nyj2jy0 . Then we can identify the pixels of an in general Nx � Ny rect-

angular screen with the elements of a complex matrix with rows and columns

labeled by (qx,qy). On these we shall determine the mode functions

Ψ jx, jy
nx,ny

ðqx,qyÞ of a finite model of the harmonic oscillator. This should not

25 Although as Lie algebras so(3)¼ su(2), when one examines the group manifold one finds that indeed

SO(4) ¼ SU(2)x � SU(2)y.
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be surprising, since a point on a rotating sphere projects as harmonic motion

on a screen.

9.3 The Kravchuk Oscillator States
Let us work first with an N � 1 pixelated screen line. The identification of

phase space operators suggested above sets

position Q :¼ J1, momentum P :¼�J2,

K :¼ J3, mode H :¼K + j1:
(134)

The su(2) commutation relations (133) then become

½K ,Q� ¼�iP, ½K ,P� ¼ iQ, ½Q,P� ¼�iK : (135)

The first two commutators correspond to the two Hamilton equations for

quantum position and momentum operators under a harmonic oscillator

HamiltonianHosc¼ 1
2
ðP2 +Q2Þ. However, the third su(2) commutator dif-

fers from the usual quantum commutator , and this marks the

difference between the finite and the “continuous” models of the harmonic

oscillator.

The finite oscillator wavefunctions are the overlaps between the eigen-

functions of the position generator Q and the mode generator H. Since J1
and J3 are related by a 1

2
π rotation around the J2 axis, quantum angular

momentum theory identifies the overlap as a Wigner little-d function

(Biedenharn & Louck, 1981) for that angle, and given by

Ψj
nðqÞ :¼ d

j
n�j,q

1

2
π

� �
nj2j0 , qjj�j (136)

¼ð�1Þn
2j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2j

n

� �
2j

j+ q

� �s
Kn j+ q;

1

2
,2j

� �
,

Kn s;
1

2
,2j

� �
¼ 2F1ð�n, �s;�2j; 2Þ¼Ks n;

1

2
,2j

� �
,

(137)

for sj2j0 , whereKnðs; 12 ,2jÞ is a symmetric Kravchuk polynomial (Krawtchouk,

1928), m
n

� �
are the binomial coefficients, and 2F1(a, b; c; z) is the Gauss hyper-

geometric function. These we call the Kravchuk functions on the discrete posi-

tions of the finite oscillator model.

The Kravchuk functions belong to su(2) multiplets and have been

detailed in several papers (Atakishiyev, Pogosyan, & Wolf, 2005;

Atakishiyev & Wolf, 1997). They are shown in Fig. 8, where it can be

seen that the lowest n-modes Ψ j
nðqÞ closely resemble the continuous
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Hermite–Gauss states in continuous wave optics; they are real, have definite
parity and, for higher n> j, they alternate in sign between each pair of neigh-

boring points,

Ψj
nð�qÞ¼ ð�1ÞnΨj

nðqÞ, Ψ j
2j�nðqÞ¼ ð�1ÞqΨj

nðqÞ: (138)

Fig. 8 The 1D Kravchuk states Ψj
nðqÞ in (136), for j ¼ 32, on the 65 points mj32�32 (joined

by straight lines for visibility), andmodes nj640 from bottom to top. The n¼ 0 ground state
of the finite oscillator is the square root of the binomial distribution, approximating the
Gaussian harmonic oscillator wavefunction. The highest n ¼ 64 state of the finite oscil-
lator reproduces the ground state with a change of sign between neighboring points.
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The finite oscillator Kravchuk functions are orthonormal and complete

in the N-dimensional vector space of images on the 1D pixelated screen,

Xj
q¼�j

Ψj
nðqÞΨj

n0 ðqÞ¼ δn,n0 ,
X2j
n¼0

Ψj
nðqÞΨj

nðq0Þ ¼ δq,q0 : (139)

Functions f(q) of 2j+1 points qjj�j, are expanded in the Kravchuk basis as,

f ðqÞ¼
X2j
n¼0

fn Ψj
nðqÞ, fn :¼

Xj
q¼�j

f ðqÞΨj
nðqÞ: (140)

When the number and density of points grows without bound, j!∞, so

that q becomes the real line, it can be shown that the Kravchuk functions

(136) limit to the usual Hermite–Gaussian wavefunctions (Atakishiyev,

Pogosyan, & Wolf, 2003). This is a contraction of u(2) ¼ u(1) � su(2),
where u(1) provides the representation label j for su(2), to the oscillator

algebra generated by {1, Q, P, H}.

The Kravchuk eigenfunctions satisfy QΨ j
nðqÞ¼ qΨ j

nðqÞ and HΨ j
nðqÞ¼

nΨ j
nðqÞ; hence the finite rotation generated by F α :¼ e�i1

2
παH (α mod 4),

only multiplies them by phase,

F αΨj
nðqÞ¼ exp �i

1

2
πnα

� �
Ψj

nðqÞ, (141)

and qualifies to be called the fractional Fourier–Kravchuk discrete transform.26

This transform is realized by amatrix kernel that acts on the vector of discrete

“image” values (Wolf & Kr€otzsch, 2007),

f ðqÞ 7! f


αðqÞ¼ ðF αf ÞðqÞ¼

Xj
q0¼�j

F
j
q,q0 ðαÞ f ðq0Þ, (142)

F
j
q,q0 ðαÞ¼

X2j
n¼0

Ψ j
nðqÞ e�i1

2
πnα Ψj

nðq0Þ ¼ e�i1
2
πðq�q0Þ d jq,q0 ðαÞ: (143)

Thus we have an SO(2) subgroup of rotations around the K axis with a

phase built as a finite counterpart of the Namias expression (Namias,

1980) for α-fractional Fourier transforms. A rotation (141) by 1
2
π

26 When the number of pixels N ¼ 2j + 1 is odd, j is integer and we have a pixel at the center of the

array. WhenN is even we are in the half-integer spin representations; the Fourier–Kravchuk trans-
form (141) “corrects” the double spin range α 2 [0, 4π) of e�i1

2
πKα with the extra phase e�i1

2
πjα, as was

the case in (110).

270 Kurt Bernardo Wolf

Author's personal copy



brings theQ axis of position onto the P axis of momentum, so the Fourier–
Kravchuk transforms of Ψ j

nðqÞ are Ψ


j
nðpÞ¼ ð�iÞn Ψ j

nðpÞ, as is familiar from

quantum mechanics.27

9.4 2D Screens and U(2)F Transformations
Two-dimensional pixelated screens can be described basically as a Cartesian

product of two one-dimensional ones. We now have two sets of generators

(134) for su(2)x � su(2)y, to name those in (132),

Qx¼ Jx1 , Px¼�Jx2 , Kx¼ Jx3 ,

Qy¼ J
y
1 , Py¼�J

y
2 , Ky¼ J

y
3 ,

(144)

satisfying (135) andmutually commuting—andHx¼Kx+ jx1,Hy¼Ky+ jy1

that provide the pair of mode numbers nx and ny. The 2DCartesian Kravchuk

functions are (Atakishiyev, Pogosyan, Vicent, & Wolf, 2001b)

Ψð jx, jyÞ
nx,ny

ðqx,qyÞ :¼Ψð jxÞ
nx

ðqxÞΨð jyÞ
ny

ðqyÞ,
qxj jx�jx

, nxj2jx0 , qyj jy�jy
, nyj2jy0 :

(145)

These NxNy Kravchuk functions can be arranged along axes of total mode

n :¼ nx + ny and mode difference m :¼ nx � ny into the rhomboid pattern

shown in Fig. 9. These modes are orthonormal and complete under the nat-

ural sesquilinear inner product on CNxNy . We shall consider first the general

case of rectangular screens, with jx > jy; the special case jx ¼ j ¼ jy will

deserve some extra attention in the next subsection.

9.4.1 Domestic Fourier–Kravchuk Transformations
In two dimensions we have the Fourier group U(2)F generated by the

Poisson operators of the classical functions ‘ij3i¼0 in (90)–(93). We evidently

associate the isotropic ‘0 in (90), and anisotropic ‘1 in (91), to the fractional

Fourier–Kravchuk transform seen in the last subsection. Note the factor 1
4
in

their expressions, and the factor 1
2
in front of “physical” angular momentum

in (93), which imply that we must take the double of the angle 1
2
πα in (141).

Let F0 :¼ 1
2
ðHx +HyÞ and F1 :¼ 1

2
ðHx�HyÞ; the isotropic and anisotropic

fractional Fourier–Kravchuk transforms F IðχÞ :¼ expð�2iχF0Þ and

FAðβÞ :¼ expð�2iβF1Þ are domestic to the discrete model and act on the

Cartesian functions (145) as

27 Note that the Fourier–Kravchuk transform is not “exactly” the discrete Fourier transform, but the

form (143) indicates that, in the limit j!∞ referenced below, both converge to the Fourier integral

transform kernel.
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F IðχÞ :Ψð jx, jyÞ
nx,ny

ðqx,qyÞ¼ exp ½�iχðnx + nyÞ�Ψð jx, jyÞ
nx,ny

ðqx,qyÞ, (146)

FAðβÞ :Ψð jx, jyÞ
nx,ny

ðqx,qyÞ¼ exp ½�iβðnx�nyÞ�Ψð jx, jyÞ
nx,ny

ðqx,qyÞ: (147)

9.4.2 Imported Rotations
Next consider rotations of the pixelated image in a rectangular screen. We

conjecture that if we use the well-known rotation coefficients—theWigner

d
j
μ,μ0 ð2θÞ’s with double angle—on the Cartesian Hermite–Gauss oscillator
functions (Frank & van Isacker, 1994), and import (Barker, Çandan,

Hakioğlu, Kutay, & Ozaktas, 2000) them to the discrete model, we should

obtain a recognizable rotation of the pixelated image, which is real, and will

be unitary (orthogonal) and thus reversible. Recall that the continuous

quantum harmonic oscillator states (nx, ny) form an infinite pyramid with

rungs nx + ny ¼ nj∞0 that are angular momentum multiplets of spin

Fig. 9 The 11 � 7 rhomboid of Cartesian modes Ψð5,3Þ
nx ,ny ðqx ,qyÞ in (145), referred to axes

nx j100 and ny j60 and also to axes n, m. In each screen, the pixels are numbered from the
lower-left corner by qx j5�5 and qy j3�3. Gray-level densities are black and white for values
from �1 to 1.
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λðnÞ¼ 1
2
n and z-projection 1

2
ðnx�nyÞ¼ μjλ�λ. In the discrete model, how-

ever, we see in Fig. 9 that we have only the lowest part of that pyramid,

in a rhombus where the spins λ(n) and “z-projectons” μ,μ0 are now con-

strained to the following ranges (for jx � jy):
28

lower triangle :

0� n� 2jy, λðnÞ¼ 1
2
n, μ¼ 1

2
ðnx�nyÞ;

mid� rhomboid :

2jy< n< 2jx, λðnÞ¼ jy, μ¼ jy�ny;

upper triangle :

2jx� n� 2ð jx + jyÞ, λðnÞ¼ jx + jy� 1
2
n, μ¼ 1

2
ðnx�nyÞ� jx + ny:

(148)

Thus we posit that rotations RðθÞ of the discrete modes (145) are

RðθÞ :Ψð jx, jyÞ
nx,ny

ðqx,qyÞ :¼
X

n
0
x + n

0
y¼n

d
λðnÞ
μ,μ0 ð2θÞΨð jx, jyÞ

n
0
x,n

0
y

ðqx,qyÞ, (149)

where μ,μ0 are given in terms of nx,ny (unprimed and primed) by (148).

In Fig. 10 we rotate a 41� 25 pixelated image of the letter “B”, white on
black (1’s on 0’s), through six successive rotations by θ¼ 1

6
π. We note that

oscillations with small negative values appear in all intermediate positions;

this type of Gibbs oscillation is common to all signal reconstruction algo-

rithms with Fourier series when the signals have sharp edges. For θ¼ 1
2
π

the image suffers expansion in x and compression in ywith the concomitant

oscillations, but for θ ¼ π we recover the same, exact (inverted) image, as

through a permutation of pixels. On square screens (Vicent & Wolf,2008,

2011), rotations by θ¼ 1
2
π are also permutations. This would be impossible

Fig. 10 Image of the letter “B” on a 41 � 25 pixelated screen, ( jx, jy) ¼ (20, 12), under
successive rotations by 1

6π of the left, to 1
3π,

1
2π, and (extreme right) π. In the rotated

images, the gray-level scale is rescaled so that the pixel values lie between 0 and 1.

28 The ranges of n do overlap at 2jy and at 2jx; we ascribe these to the triangles.
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with any successively applied interpolation algorithm, since they inevitably

loose information. Although the rotations in the present discrete model of

rectangular screens are unitary, they also embody the longest computation

algorithm, because each pixel on the transformed screen is a linear combi-

nation of all pixels in the original image.

9.4.3 Gyrations
Finally, consider the Fourier subgroup of gyrations GðγÞ generated by the

classical quadratic function ‘2 in (92) that generates rotations around the

2-axis of a mathematical “Fourier sphere.” But since we already have

domesticFAðβÞ transformations (147) around the 1-axis, and the imported

rotations RðθÞ around its 3-axis, remembering the double angle issue, we

can write

GðγÞ :¼FA
1

4
π

� �
RðγÞ FA �1

4
π

� �
: (150)

The action of gyrations on the basis of Cartesian Kravchuk modes is then

GðγÞ :Ψð jx, jyÞ
nx,ny

ðqx,qyÞ
:¼ e�iπðnx�nyÞ=4

X
n0x + n0y¼n

d
λðnÞ
μ,μ0 ð2γÞ e+iπðn

0
x�n0yÞ=4 Ψð jx, jyÞ

n0x,n0y
ðqx,qyÞ: (151)

where λ(n), μ and μ0 are again determined by jx, nx, jy, ny as in (148).

9.4.4 Laguerre–Kravchuk Modes
In wave models, fractional gyrations transform continuously the Hermite–
Gauss beams from γ ¼ 0, into Laguerre–Gauss beams for γ¼ 1

4
π (Alieva,

Bastiaans, & Calvo, 2005; Rodrigo, Alieva, & Bastiaans, 2011; Rodrigo,

Alieva, & Calvo, 2007). In the present discrete model we show in Fig. 11

gyrations of Ψð jx, jyÞ
nx,ny

ðqx,qyÞ for the quintuplet of λ ¼ 2 states n ¼ 4, noting

that after a 1
4
π we indeed obtain a credible discrete analogue of

Laguerre–Gauss beams which, for lack of another name, we may call

(rectangular) Laguerre–Kravchuk states,

Λð jx, jyÞ
n,m ðqx,qyÞ :¼ e�iπðnx�nyÞ=4

X
n0x + n0y¼n

d
λðnÞ
μ,μ0

1

2
π

� �
e+iπðn

0
x�n0yÞ=4 Ψð jx, jyÞ

n0x,n0y
ðqx,qyÞ: (152)

Since these are complex functions, in Fig. 11 for γ¼ 1
4
π we show separately

the absolute values and phases. The chosen multiplet lies in the lower tri-

angle of (148); the upper triangle yields the same absolute values with a
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checkerboard of eiπ differences in phase between neighbor pixels; multi-

plets in the mid-rhomboid follow a similar pattern. The functions (152) are

also orthogonal and complete in CNxNy so they can serve as an alternate

basis for images; they transform under rotations by phases, with

“angular momentum” number m ¼ 2μ ¼ nx�ny, jμj� λ(n), constrained
by n :¼ nx+ny through (148).

9.5 Square and Circular Pixelated Screens
We can profit from a subalgebra chain of so(4) distinct from (131), namely

the natural Gel’fand-Zetlin-type chain (Wong, 1967),

soð4Þ� soð3Þ� soð2Þ, (153)

particularly when the screen is an N � N square, with N ¼ 2j+1. The gen-

erators fΛi, jg41¼i<j, of so(4), with their commutation relations (129), will be

Fig. 11 Gyrations of the quintuplet λ ¼ 2 (m ¼ �2, �1, 0, 1, 2) of Cartesian Kravchuk
modes n¼ 4 on 11� 7 pixelated screens ( jx¼ 5, jy¼ 3), through angles of γ ¼ 0, 1

16π ,
1
8π,

3
16π, and

1
4π in the last two lines, where we show the absolute values (since the image

values are complex), and the phase of the 1
4π gyration. The latter are the

Laguerre–Kravchuk states of “rectangular angular momentum.”
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now renamed with new position and momentum operators identified by a

circle superscript,

Q°
x :¼Λ2,3 ¼Qx +Qy, P°x :¼�Λ1,3¼Px +Py,

Q°
y :¼Λ2,4 ¼Px�Py, P°y :¼�Λ2,3¼Qx�Qy,

M° :¼Λ3,4 ¼Kx�Ky, K° :¼Λ1,2¼Kx +Ky,

(154)

where we note that M° and K° commute and thus can be both diagonal.

From (129) we can see that M° generates rotations between the x- and

y-components of Q° and of P° as angular momentum operators do, while

K° generates rotations between Qi° and the corresponding Pi° as the frac-

tional Fourier transform does. On the other hand, note that the two

“components of position,” Qx° and Qy° do not commute, and neither do

the two P°’s.
The subalgebra so(3) in (153) that we choose, which will yield the posi-

tion of pixels on a screen, contains the generators Qx°, Qy°, and M°; call this
subalgebra so(3)Q. Its Casimir invariant operator will have the usual distri-

bution of eigenvalues

R2

° :¼ðQ°
x Þ2 + ðQ°

y Þ2 + ðM° Þ2 ¼ ρðρ+1Þ1, ρj2j0 , (155)

and the basis elements are classified by the eigenvalues of M° ¼ m 1, mj�ρ
ρ .

The operator H° :¼ K° + 2j1 commutes with the generators of so(3)Q and

is also diagonal with eigenvalues nx + ny ¼ nj4j0 in the rhombus (148) with the

mid-rhomboid now absent, as seen in Fig. 12.

Using the generators ~J x and ~J y in (132), the Cartesian modes

Ψð j, jÞ
nx,ny


Ψ j
n,m written now with indices n, m,29 are

eigenbasis of ð~J xÞ2, ð~J yÞ2, Jx3 , J
y
3 ,

with eigenvalues jð j+1Þ, jð j+1Þ, 1
2
ðn+mÞ�j, 1

2
ðn�mÞ�j:

(156)

We define statesQ j
ρ,m related to the “position” so(3)Q subalgebra in (155), as

eigenbasis of ð~J x +~J yÞ2, ~J x �~J y, R2

° , M° ,
with eigenvalues 2jð j+1Þ, 0, ρðρ+1Þ, m:

(157)

Both fΨ j
n,mg and fQ j

ρ,mg are orthogonal bases of N2 ¼ (2j+1)2 states. Their

overlap is clearly a coupling of two so(3) representations j to a third ρ, and thus
given by Clebsch–Gordan coefficients C j1, j2, j3

m1,m2,m3
. Wigner’s definition of

29 Recall that n ¼ nx+ny and m ¼ nx � ny, so nx ¼ 1
2
ðn+mÞ and ny ¼ 1

2
ðn�mÞ.
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these coefficients (Biedenharn & Louck, 1981), however, involves the sub-

algebra fΛi, jg31�i<j, while our so(3)Q is generated by fΛi, jg42�i<j. A rotation

is necessary, which introduces a phase and sign reversal of the J
y
3 eigenvalue,

yielding the overlap (Atakishiyev, Pogosyan, Vicent, & Wolf, 2001a;

Vicent & Wolf, 2008),

R j
n,mðρÞ :¼ðQ j

ρ,m,Ψ
j
n,mÞ ¼ φ j,n

ρ,m C
j,

1
2
ðm+ nÞ� j,

j,

1
2
ðm�nÞ+ j,

ρ

m
(158)

φ j,n
ρ,m :¼ð�1Þj+ ρ+ 1

2
ðjmj�mÞ

ei
π
2
n, (159)

which include the restrictions 0� ρ� 2j and jmj� ρ. We can regardRj
n,mðρÞ

as a function of a radius ρ, on whose circle we have 2ρ+1 pixels at equidistant
angles ϕk, kj�ρ

ρ , as shown in Fig. 12 (right).

v

r r

m43210−1−2−3−4

m

Fig. 12 Top: Cartesian states Ψð j, jÞ
nx ,ny 
Ψ j

n,m (indicated by dots) in a symmetric so(4) mul-
tiplet on a square screen. Left: Cartesian states with the same m ¼ nx�ny are linearly
combined (indicated by the thin rectangles) into “polar” states Φ j

ρ,m with the same m,
and belonging to so(3) multiplets ρj2jjmj. Right: The finite Fourier transform maps the
polar statesΦ j

ρ,m,mj�ρ
ρ on a screen where the pixels (represented by dots) are on circles

of radii ρj2j0 and, on each circle, distributed by 2ρ+1 angles θk, kj�ρ
ρ .
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Finally, we build the discrete basis of wavefields30

Φ j
n,mðρ,ϕkÞ :¼Rj

n,mðρÞ
expðimϕkÞffiffiffiffiffiffiffiffiffiffiffiffi

2ρ+1
p , ϕk¼

2πk

2ρ+1
: (160)

These are shown in Fig. 13. By construction, they are orthonormal and

complete under inner products over modes and angular momenta n, m

and over positions of radius and angle ρ,ϕk on a polar-pixelated screen.
31 This

pattern of pixels comes closest to contain pixels of equal size, except a bit

near the origin ρ ¼ 0. Another orthonormal and complete basis for modes

and angular momenta n, m, are the Laguerre–Kravchuk states (152),

Λð j, jÞ
n,m ðqx,qyÞ on the square screen Cartesian coordinates qx,qy.

We can thus transform between images f and f ° on the Cartesian and

polar screens through

Fig. 13 The rhombus n,m of Laguerre–Kravchuk statesΦj
n,mðρ, ϕkÞ in (160) for j¼ 32, on

the circular pixelated screen for radii ρj640 and 2ρ+1 angles ϕk ¼ 2πk/(2ρ+1). The
modes are complex, Φ j

n,�mðρ, ϕkÞ¼Φ j
n,mðρ, ϕkÞ*, so their real parts are shown on

the right-hand side m > 0, and their imaginary part on the left-hand side m < 0; the
m ¼ 0 modes are real.

30 Please note that there is an error in Eq. (34) of Vicent and Wolf (2008).
31 One can add fixed angles θρ to the ϕk’s on each ρ-circle in the definition (160). This will only shift the

starting angle on each circle.We have found it not inconvenient to let θρ¼ 0, even if this results in one

radial line of 2j aligned pixels.
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f ðqx,qyÞ¼
X
n,m

Ujðρ,ϕk ; qx,qyÞ* f ° ðρ,ϕkÞ,

f ° ðρ,ϕkÞ¼
X
qx,qy

Ujðρ,ϕk; qx,qyÞ f ðqx,qyÞ,
(161)

with a kernel that is the sum over the modes and angular momenta in the

two bases,

Ujðρ,ϕk; qx,qyÞ :¼
X
n,m

Φ j
n,mðρ,ϕkÞΛð j, jÞ

n,m ðqx,qyÞ*: (162)

Since Φ j
n,mðρ,ϕkÞ¼Φ j

n,�mðρ,ϕkÞ* and Λð j, jÞ
n,m ðqx,qyÞ*¼Λð jx, jyÞ

n,�m ðqx,qyÞ, this
kernel is real. In Fig. 14 we show an image (a letter “R”) mapped between

a Cartesian and a polar screen. This map can be seen as the discrete analogue

of separation of variables between continuous Cartesian and polar coordinates.

At this point the reader may rightfully suspect that images on rectangular

pixelated screens can also be mapped faithfully on some other screen geom-

etry. This has been tried by simply noting that the Clebsch–Gordan coeffi-

cients in (158) would now couple jx > jy to radii ρj jx + jy
jx�jy

, forming an annular

screen, with the same angles ϕkj�ρ
ρ as in (160). This could be perhaps useful

in Newtonian telescopes. The result, however, (Urzúa &Wolf, 2016) shows

the images on the annular screen to be very distorted even for small jx�jy and

hardly recognizable for larger values. We also considered possible elliptic

screens, but the problem of distributing equally sized pixels along elliptic

coordinates given by operator eigenvalues is challenging.

9.6 Aberrations of 1D Finite Discrete Signals
Transformations can be applied to finite data sets that will correspond to the

geometric optical aberrations introduced in Section 8. Their study has been

Fig. 14 The image “R” on a 32� 32 Cartesian pixelated screen (valued 0 and 1), unitarily
transformed onto a circular screen of 322 pixels.
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concentrated on 1D discrete and finite signals on their phase space bymeans of

aWigner function on sets ofN¼ 2j+1 points. ThisWigner function is based

on the algebra su(2) ¼ so(3) that will be given in Appendix A. Since there

areN points, the acting matrices have to beN�N, and thus there cannot be

more thanN 2 aberrations, which may be embedded in the Lie unitary group

U(N) that will contain in particular all N! pixel permutations.

To build the N 2 generators of 1D aberrations in an orderly fashion, we

use again the monomials of classical phase space variables Mk,m(p, q) :¼
pk+mqk�m in (111), of rank k and weight m, and replace position q and

momentum p with the N � N Hermitian and traceless matrices of the su
(2) spin j representations (Biedenharn & Louck, 1981) according to (134),

with diagonal

position : q7!Q¼kQq,q0k,
Qq,q0¼ q δq,q0 , qjj�j,

(163)

momentum : p 7!P¼kPq,q0k,
Pq,q0 ¼�i 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðj� qÞðj+ q+1Þp
δq+1,q0 + i1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðj+ qÞðj� q+1Þp
δq�1,q0 ,

(164)

mode� j: K¼kKq,q0k ,
Kq,q0 ¼ 1

2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðj� qÞðj+ q+1Þp
δq+1,q0 +

1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiðj+ qÞðj� q+1Þp
δq�1,q0 ,

(165)

that satisfy

Q2 +P2 +K2¼ jðj+1Þ 1: (166)

Then we build a Hermitian product matrix out of the threematricesQ, P,K

through theirWeyl-order product. When there are n of these matrices, we sum

over all n! permutations of the factor operatorsQ,P, andK, and divide by n!,

fQa,Pb,KcgWeyl :¼
1

ða+ b+ cÞ!
X

permutations

Q⋯Q
zfflffl}|fflffl{a factors

P⋯P
zffl}|ffl{b factors

K⋯K
zfflffl}|fflffl{c factors

: (167)

These will exponentiate to N � N unitary matrices, ensuring their revers-

ibility and conservation of information. Eq. (166) is a restriction that we can

choose to limit the powers of K to 0 or 1. In comparison with their classi-

fication in geometric optics, we thus have two pyramids of finite aberrations

for each rank k

M0
k,m :¼fPk+m,Qk�mgWeyl, mjk�k, (168)

M1
k,m :¼fPk�1

2
+m,Qk�1

2
�m,KgWeyl, mjk�1

2

�k+ 1
2

(169)

for integer 0 � 2k � 2j, i.e., aberration orders 0 � A ¼ 2k�1 � N�1.
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Through symbolic computation and numerical evaluation, these matrices

have been exponentiated and applied on 1D signals, shown in Figs. 15 and 16.

There we render the action single aberrations (168) and (169) on the signal and

on the phase space of finite systems, determined by theWigner function given

in Appendix A, to be compared with the classical deformations of phase space

in Fig. 5. The signal exposed to aberrations is a rectangle function (top of

Fig. 15); overall phases are generated by M0
0,0¼ 1, followed by the SU(2)-

linear transformations generated by M0
1=2,�1=2¼Q and M0

1=2,1=2 ¼P in the

first pyramid. The second pyramid in Fig. 16 has on top M1
1=2,0¼K,

corresponding to an oscillator Hamiltonian generating rotations of phase space.

In the next rung,M0
1,m are the finite counterparts of the linear canonical trans-

formations of geometric optics, allowing for the deformation inherent in

mapping the surface of the spheres on rectangles. The exponentiated aber-

ration matrices (168) and (169) can be composed as in the geometric

factored-product parametrization (119). In Rueda-Paz and Wolf (2011)

we used this decomposition to simulate the aberrations of a 1D signal in

a quasi-harmonic planar waveguide whose refractive index profile is

Fig. 15 Pyramid of aberrations (168) of order up to A ¼ 3 on a 1D “rectangle” signal of
N ¼ 21 points. The signal is shown to the left of each subfigure, and its phase space
Wigner function to the right. At the top is the original rectangle signal and its Wigner
function on the flattened polar coordinates 0� β� π and� π< γ � π of the sphere. The
second row has the two SO(3)-“translations” in position and momentum (rank 1

2,
m¼ 1

2 , � 1
2, aberration order 0). The following row of three aberrations corresponds

to the linear transformations in continuous signals (free flight, squeezing, and lens; rank
k ¼ 1, m ¼ 1, 0, �1, aberration order A ¼ 1). There follow aberrations of orders 2 and 3.
To highlight the behavior of the Wigner function near zero, the contour lines are chosen
at {0, 	 0.0001, 	 0.001, 	 0.01, 0.02, 0.03, …, 0.15, 0.2, 0.3, …, 3.0, 3.1}.
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n(q)
 noq
2 + n1q

4, along the z-axis of evolution. In this treatment of aber-

rations, we can pass directly from the geometric to the discrete model of

optics.
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APPENDIX A. THE SU(2) WIGNER FUNCTION

We understand the Wigner function as the matrix elements of a Wig-

ner operator that is an element of a group ring.32 TheWigner operator may be

defined broadly as the Fourier transform of a corresponding group. The

Wigner function does not contain more information than the signal itself

Fig. 16 Second pyramid of aberrations (169) of orders up to A ¼ 3 on the same
N ¼ 21-point rectangle signal of the previous figure, with the same contour lines, axes,
and values. At top, a 45 degree SO(3)-linear rotation generated by K (rank k¼ 1

2,m¼ 0,
aberration order 0), and its Wigner function. In the following rows, ranks k¼ 1, 32 ,2 (aber-
rations orders 1, 2, and 3); these are “K-repeaters” of aberrations of orders 0, 1, and 2 in
the previous figure.

32 The group ring is the groupGwith the extra operation of linear combination. Its elements are of the form

A¼Pgi2Gaigi for gi 2 G a discrete group and ai 2 C or, if the group is a continuous Lie group of

elements gð~xÞ, then A¼ R~x2Gdμð~xÞAð~xÞ gð~xÞ, with the invariant Haar measure dμð~xÞ on the group

manifold and Að~xÞ 2L2ðGÞ.
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(up to a total phase), but displays it in phase space (q, p) in a form that is friendly

to the educated eye, much as a musical score is more informative than the

pressure-wave register of a recorded tune (Forbes, Manḱo, Ozaktas,

Simon, & Wolf, 2000); while the latter is meaningless to visual inspection,

the former can be recognized when played on an instrument, hummed by a

human voice, or simply recalled from memory.

In 1932Wigner proposed the original quasiprobability distribution func-

tion that we can write in 1D, between two states ϕ(q) and ψ (q) in L2ðRÞ,
with a constant (or ℏ), as

( 1
2 ) ( 1

2 ) ðA:1Þ

This function (Hillery, O’Connell, Scully, & Wigner, 1984; Lee, 1995) is

sesquilinear, W(ϕ, ψ j q, p) ¼ W(ψ , ϕj q, p)*; for ϕ ¼ ψ it is real (although

not quite strictly positive); it is covariant under the Heisenberg–Weyl transla-

tions and, uniquely, under linear canonical transformations (Garcı́a-Calderón&

Moshinsky, 1980). It also has marginals and overlaps that allow the formulation

of a quantum theory of measurement. It was introduced to optical models by

Adolf Lohmann in the groundbreaking articles (Bartelt, Brenner, & Lohmann,

1980; Brenner & Lohmann, 1982; Lohmann, 1980). For specific systems and

phase spacemanifolds, several distinct “Wigner functions” have been built with

these properties that will be commented on below.

A.1 The Wigner Operator
In Wolf (1996), Atakishiyev, Chumakov, and Wolf (1998), and Ali,

Atakishiyev, Chumakov, andWolf (2000) we proposed an operator belong-

ing to the ring of a D-dimensional Lie group G, whose generators Xn (njD1 )
form its Lie algebra. We use the polar parametrization of the group,33 which

we indicate using square brackets as g½~x� ¼ exp iðPD
n¼1xnXnÞ so that the

group identity is g½~0� and the inverse is g½~x��1¼ g½�~x�. These coordinates

fxngDn¼1 can be treated as a “vector” but only extend over the manifold

G of the group, ~x 2G�RD. Let ~ξ be a vector in the full real manifold

RD and write, with some generality,

33 We assume that the group G is of exponential type, i.e., that all its elements can be reached with the

polar parametrization. This holds for the Heisenberg–Weyl, rotation, euclidean and all compact

groups, but not for the Sp(2D, R) groups (Wolf, 2004, sect. 12.2).
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Wð~ξÞ :¼
Z
G

dg½~x� expð�i~x �~ξÞ g½~x� ¼
Z
G

dg½~x� exp i~x � ð~X �~ξÞ
� �

, (A.2)

where dg½~x� is the invariant Haar measure.34 If the generators Xn were num-

bers, the function (A.2) would be simply ð2πÞDQD
n¼1δðξn�XnÞ; the fact that

the Xn are operators that will be applied to functions of the group, of coset

spaces, or finite representation multiplets of the group, is what makes this

Wigner operator interesting. We shall understand the manifold ~ξ 2RD to

be the meta-phase space associated to the group G, but with the ordinary

Euclidean measure dD~ξ.
Assume we have a Hilbert space of complex functions ϕðhÞ,ψðhÞ 2H,

where h 2Hmay be the group itself, a space of cosets, a representation mul-

tiplet, or any arena for unitary action g :ϕ(h) by g½~x� 2G, so that g†¼ g�1, and

with invariant measure dh. The matrix elements ofWð~ξÞ between two such
functions is their Wigner function,

W ðϕ,ψ j~ξÞ :¼
Z
H

dhϕ*ðhÞWð~ξÞ : ψðhÞ (A.3)

¼
Z
H

dh

Z
G

dg ϕ*ðhÞ e�i~x �~ξ ðg : ψÞðhÞ (A.4)

¼
Z
G

dg

Z
H

dh ðg�1=2 : ϕ*ÞðhÞ e�i~x �~ξ ðg1=2 : ψÞðhÞ (A.5)

This is the structure which, for the Heisenberg–Weyl group, yields (A.1) with

its left- and right-half translations (Wolf, 1996). Note that only in the polar

parametrization are the square roots of group elements well defined:

ðg½~x�Þ1=2¼ g½1
2
~x�. When we are given density matrices35 ρ instead of pure states

ϕ, ψ , the Wigner function is defined through W ðρj~ξÞ¼ trace ðWð~ξÞ ρÞ.
The Wigner operator (A.2) presents the following properties in H,

corresponding to those of the original Wigner function (A.1). The operator

is self-adjoint: Wð~ξÞ{ ¼Wð~ξÞ. It is covariant under similarity transformations

by g 2G, namely g�1 Wð~ξÞ g¼WðDadðgÞ~ξÞ, where Dad( g) is the D � D

adjoint matrix representation of g 2G; this also holds even when the trans-

formation is an outer automorphism of the algebra, as the Heisenberg–Weyl

generators under linear canonical transformations. The product integral

34 The group G is assumed to be unimodular, i.e., that its right- and left-invariant measures are the same;

this holds for a wide class of groups, but is not the case for the two-parameter affine group of translations

and dilatations relevant for wavelets. In Ali et al. (2000) the expression (A.2) is generalized for such

groups.
35 A sum of ket-bra’s, or ideal projectors in the ring.
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R
RDd~ξjWð~ξÞj2∝1 is proportional to the unit operator due to the Dirac δ’s
produced in one of the integrations,

R
RDd

D~x expðið~x�~x0ÞÞ. And finally, the
Wigner operator commutes with all Casimir invariants of the algebra, so we

may use the unitary irreducible matrix representations of the operators.

A.2 The SU(2) Wigner Matrix
Consider now theN�N representation ofSU(2) of spin j (N¼ 2j+1), with

generators f Jig3i¼1 as given in (134). The polar parametrization uses the unit

axis of rotation coordinates on the sphere,~vðθ,ϕÞ¼~x=j~xj, and the length

η :¼ j~xj, which is the rotation angle. The group elements are then

g½~x� ¼ expði~x �~J Þ¼ exp ½iηðv1J1 + v2J2 + v3J3Þ�, (A.6)

and the Haar measure for continuous ηj2π�2π,
36 θjπ0 and ϕj�π

π , is

dg½~x� ¼ 1

2
sin21

2
η dη sinθ dθ dϕ: (A.7)

Now let the Wigner operator (A.2) act on column vectors f ¼f fmgjm¼�j

whose components are theN values of a finite signal on a 1D array of points.

This will define a “Wigner matrix” Wjð~ξÞ¼kWj
m,m0 ð~ξÞk that represents the

Wigner operator Wð~ξÞ,~ξ 2R3, for spin j,

Wð~ξÞ : f ¼
Z
G

dg½~x� expð�i~x �~ξÞDjðg½~x�Þ f ¼:Wjð~ξÞ f , (A.8)

where Djðg½~x�Þ¼kDj
m,m0 ðg½η,θ,ϕ�Þk are the SU(2) rotation matrices (called

Wigner Big-D matrices (Biedenharn & Louck, 1981)) in polar parameters.

TheseWigner matrices qualify to be the “Fourier transform” of the irreduc-

ible representation matrices of the group SU(2), because

Wjð~ξÞ ¼
Z
SUð2Þ

νð~xÞ d3~x expð�i~x �~ξÞD jðg½~x�Þ, (A.9)

Djð g½~x�Þ ¼ 1

ð2πÞ3νð~xÞ

Z
R3

d3~ξ expði~x �~ξÞWjð~ξÞ, (A.10)

with the weight νð~xÞ in the Haar measure dg½~x� ¼ νð~xÞ d3~x that we find in

(A.7) as νð~xÞ¼ νðηÞ¼ 1
8
sinc 1

2
η.

36 This range ensures that the group integration will contain both an element g(η, θ, ϕ) and its inverse

with �η.
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The SU(2) Wigner function of the N-point finite signal vectors f1 and f2,

is then a vector-and-matrix product,

Wjðf 1, f 2j~ξÞ :¼ f
{
1W

jð~ξÞf 2, Wjðf j~ξÞ :¼Wjðf , f j~ξÞ: (A.11)

To complete the task of finding the Wigner matrix elements W
j
m,m0 ð~ξÞ from

(A.9) we have the Big-Dmatrix elements, normally written in Euler angles for

spin j,D
j

m,m0 ðα,β,γÞ¼ eimα d
j

m,m0 ðβÞ eim0γ. Here we have polar angles, so we can

use the Wigner little-d functions to write (Biedenharn & Louck, 1981)

D
j
m,m0 ½η vðθ,ϕÞ� ¼ eiðm

0�mÞϕ Xj
m00¼�j

d
j
m,m00 ðθÞ e�im00η d

j
m0,m00 ðθÞ: (A.12)

The integration over SU(2) in (A.9) can be rotated so that ~vðθ,ϕÞ is the
3-axis unit vector k, and where the Wigner matrix is diagonal,

W
j

m,m0 ðηkÞ¼ δm,m0Wj
mðηÞ; for W j

mðηÞ we can similarly write

W
j
m,m0 ½η~vðθ,ϕÞ� ¼ eiðm

0�mÞϕ Xj
m00¼�j

d
j
m,m00 ðθÞW j

m00 ðηÞ d j
m0,m00 ðθÞ: (A.13)

This allows us to separate the sphere manifold θ, ϕ of known functions, from

the η-dependent diagonal elements of the Wigner function Wj
mðηÞ, mj j�j,

which are the eigenvalues of the Wigner matrix. Calculated with some

care,37 these are

Wj
mðηÞ¼ ð�1Þ2j+1π

4

Xj
n¼�j

Z 1

�1

ds ðd j
m,nðarccos sÞÞ2

� sinð2πηsÞ 1

ηs�n+1
� 2

ηs�n
+

1

ηs�n�1

� �
:

(A.14)

This expression, replaced in (A.13), gives the matrix elements of theWigner

matrix for spin j; its dependence on the radial coordinate η is shown to be

strongly peaked between j and j+1 (Atakishiyev et al., 1998), so we may dis-

play the Wigner function of a signal f on the surface of a sphere in the~ξ-space
R3 at the radius η¼ j~ξj ¼ j+ 1

2
.

According to (134) we may identify the three continuous coordinates

fξig3i¼1 2R of the Wigner function as position ξ1 ¼ q, momentum ξ2 ¼ �p,

and ξ3 ¼ μ ¼ n � j for mode nj2j0 , each in its real line. Low modes n � 0

(see Fig. 8) register around the bottom pole of the sphere ξ3 ��j,

37 The poles from the brackets are canceled by the zeros of the sine function.
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while the highest modes n � 2j at the top pole. Plotting functions on

spheres θ, ϕ is awkward in flat figures, so in Figs. 15 and 16 we resorted

to show the angles θj32π1
2
π
and ϕj�π

π as if they were Cartesian coordinates,

with the bottom pole of the sphere at the center.38

A.3 Closing Remarks
This appendix mostly pertained the SU(2) Wigner function of the form

(A.2), with phase space being a sphere—classically a symplectic manifold.

SU(2) was also used by Agarwal et al. (Agarwal, 1981; Agarwal, Puri, &

Singh, 1997; Dowling, Agarwal, & Schleich, 1994) to define aWigner func-

tion using tensorial notation which was prima facie quite distinct from our

presentation. Actually, the two are equivalent, as shown with some labor

in Chumakov, Klimov, and Wolf (2000).

The structure of (A.2) has been used for other group rings: on the com-

pact circle of SO(2) phase space is the set of integer points, and the Wigner

function is the “sinc” interpolation between the absolute squares of the ana-

lyzed function (Nieto, Atakishiyev, Chumakov, & Wolf, 1998). The 2D

Euclidean group ISO(2) phase space can be also reduced from the 3D man-

ifold as in the present case and is a cylinder (Nieto et al., 1998). As we said

before, the Heisenberg–Weyl group leads to standard Wigner function

(A.1), and the 1D affine group was studied in Ali et al. (2000) to place wave-

lets. Phase space representations are useful when they are two-dimensional;

although marginals—projections on lower-dimensional spaces—hold for all

models.

Distinct “Wigner-type” functions can be obtained from (A.2) if we

introduce to the integrand a function Kðχ½~x�Þ over the manifold of equiva-

lence classes of the group G, so χ(gc) ¼ χ( g gc g
�1). This plays the role of the

Cohen function (Cohen, 1966; Lee, 1995) that defines Q-, P-, or Husimi

functions, among others.

Further models that also use the basic structure of the Wigner function,

with interesting properties of their own, include solutions of the Helmholtz

equation (Wolf, Alonso, & Forbes, 1999), which led to in-depth studies by

Gregory Forbes and Miguel Angel Alonso on electromagnetic fields

(Alonso, 2009, 2011, 2015), and which settled some controversies in radi-

ometry. Still other works have dealt where the position coordinate lies on a

sphere or hyperboloid (Alonso, Pogosyan, & Wolf,2002, 2003).

38 Other maps could perhaps be better even if not as immediate.
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