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We discuss the notion of polarization, as defined in a geometric quantization scheme recently introduced, in terms of the role played by the evolution operator of the quantum system. The analysis uses an integral transform representation of the group $\mathrm{WSp}(2, \mathbb{R})$. This clarifies the group theoretic origin of the natural polarizations and the meaning of the polarization changing transformations.
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## 1. INTRODUCTION AND STATEMENT OF THE PROBLEM

A method of geometric quantization has been introduced very recently ${ }^{1}$, based on the definition of a group $\widetilde{G}$, the quantum group, from which all the essential ingredients of the theory are derived. ${ }^{2}$ In the terminology of the usual quantization scheme ${ }^{4}$ this means that given $\widetilde{G}$ there exists a procedure to construct the quantum manifold and the basic quantum operators (which prequantizes the system) and that a full quantization may be achieved by defining the appropriate polarization. This method uses the definition of the canonical left 1 -form on $\widetilde{G}$, and in particular of its vertical component $\Theta$ \{ the "verticality" being defined by the fact that $\widetilde{G}[\mathrm{U}(1), \widetilde{G} / \mathrm{U}(1) \equiv G]$ is a principal bundle of structure group $U(1)\}$ as well as of the right and left invariant vector fields on $\widetilde{G}$ in order to define quantum operators and polarizations, respectively. In fact, the use of $\widetilde{G}$ as the starting point allows us to work directly on the evolution space, making it unnecessary to base the theory on the usual (contact) quantum manifold which, nevertheless may be obtained from $\widetilde{G}$ if one so wishes, ${ }^{1}$ the contact 1 -form being derived from $\Theta$.

The so-called quantum group $\widetilde{G}$ is defined as a central extension by $\mathrm{U}(1)$ of a group $G_{(k)}$ (dynamical group ${ }^{5}$ of the system under study) which contracts to the usual Galilei group for the case of the free system. If the problem under consideration is that of an interacting particle, the constant $k$ in $G_{(k)}$ is a constant which switches off the potential in the limit $k \rightarrow 0$. Once $\widetilde{G}$ has been determined, the quantization may be performed by means of the following steps ${ }^{1}$ :
(a) derivation of the left and the right invariant vector fields (LIVF and RIVF);
(b) construction of the canonical left 1 -form;
(c) definition of the basic quantum operators (by means of RIVF);
(d) definition of the polarization (by means of LIVF).

In the usual approach to geometric quantization, the last step-that of defining a suitable polarization-is the least precise one. In the approach based on the quantum group $\widetilde{G}$, a polarization may be defined as a subspace of $\mathfrak{X}^{\mathrm{L}}$ $(\widetilde{G})$-the space of L-vector fields on $\widetilde{G}$-which contains $\mathscr{C}_{\Theta}$ -the characteristic module of $\Theta^{6}$-which is projected onto a subalgebra of the Lie algebra of $\mathfrak{X}^{\mathbf{L}}(G)$. It is the purpose of

[^0]this paper to explore further the proposed definition to exhibit how it leads to the definition of a natural polarization associated with the system (and accordingly, with the corresponding quantum group) under consideration.

This will be done by considering the following four onedimensional systems: the free particle, the free fall, the harmonic oscillator, and the repulsive "oscillator." The potentials which correspond to these situations are the representative of four orbits of the $\operatorname{wsp}(2, \mathbb{R})$ algebra under the adjoint action of the corresponding group (Sec. 2). These are all orbits which include $\operatorname{sp}(2, \mathbb{R})$ elements (containing the kinetic energy, as we shall see in Sec. 2). Thus, the group $\mathrm{WSp}(2, \mathbb{R})$ includes the quantum dynamical groups of the above one-dimensional systems and will be used as the starting point for their study. To this aim, Sec. 2 will be devoted to describe the $\operatorname{WSp}(2, \mathbb{R})$ group, its algebra, and the group of integral transform associated with it. Section 3 will present the simplest case of the free particle and the derivation of its Schrödinger equation. It will be found that the natural polarization leads to the momentum space Schrödinger equation, and that configuration space is obtained by means of an automorphism in $\operatorname{Sp}(2, \mathbb{R})$ (the Fourier-integral transform). The essentially similar case of the free fall will be considered in Sec. 4. Sections 5 and 6 will be devoted to the harmonic oscillator and the repulsive "oscillator" (which is obtained through a change of sign in the harmonic oscillator potential). In all cases the vector fields of $\mathfrak{X}^{\mathrm{L}}(\widetilde{\boldsymbol{G}})$ defining the polarizations will be found to define maximal invariant subgroups in the corresponding "classical groups" $G=\widetilde{G} / \mathrm{U}(1)$ in accordance with the given definition. Moreover, the condition that the polarization vector fields must include $\mathscr{C}_{\Theta}$ will turn out to be very helpful in finding the polarization. Indeed, $\mathscr{C}_{\Theta}$ characterizes the time evolution of the system, and so the determination of the polarization will be associated with the problem of diagonalizing the time evolution (Hamiltonian) part in $\widetilde{G}$. This will immediately yield the suitable polarization for each case. In particular, the polarization which corresponds to the harmonic oscillator case will be found to be the one which leads to the Bargmann-Fock-Segal picture, and the "rotation" which leads to the usual harmonic oscillator eigenfunctions will be seen to be the Bargmann transform.

## 2. THE WSp(2,R) GROUP

This group is the semidirect product of the two-dimensional real symplectic group $\operatorname{Sp}(2, \mathbb{R})[\approx \operatorname{SU}(1,1) \approx \mathbf{S L}(2, \mathbb{R})]$
by the Weyl group $W$ as a normal factor. We shall present this group in the context of a particularly convenient basis. Consider the three abstract operators $\mathbb{Q}, \mathbb{P}, \mathbb{I}$, as a basis for a Lie algebra with brackets

$$
\begin{equation*}
[\mathbb{Q}, \mathbb{P}]=i \mathbb{I}, \quad[\mathbb{Q}, \mathbb{I}]=0, \quad[\mathbb{P}, \mathbb{I}]=0 \tag{2.1}
\end{equation*}
$$

which is the well-known Heisenberg-Weyl algebra $w .{ }^{7}$ Consider now the universal enveloping algebra $\bar{w}$ as a Lie algebra induced by (2.1) through the Leibnitz rule and in particular the finite-dimensional subalgebra whose basis is the set of the three independent second-order generators

$$
\begin{equation*}
\mathbb{P}^{2}, \quad\{\mathbb{Q}, \mathbb{P}\}_{+} \equiv \mathbb{Q P}+\mathbb{P Q}, \quad \mathbb{Q}^{2} \tag{2.2}
\end{equation*}
$$

in the representation where $\mathbb{I}$ is the unit operator. The operators (2.2) constitute a basis for the metaplectic representa-
tion $^{8}$ of the symplectic algebra $\operatorname{sp}(2, \mathbb{R})$. When we sum (2.1) and (2.2) as vector spaces, we naturally obtain the six-dimensional algebra $\operatorname{wsp}(2, \mathbb{R})$, where $w$ is a three-dimensional ideal. The exponential mapping of this Lie algebra yields the WSp $(2, \mathbb{R})$ group together with a local parametrization of its manifold ${ }^{9}$

$$
\begin{align*}
& \exp \left(i\left[\alpha \mathbb{P}^{2}+\beta\{\mathbb{Q}, \mathbb{P}\}_{+}+\gamma \mathbb{Q}^{2}+\delta \mathbb{Q}+\epsilon \mathbb{P}+\theta \mathbb{I}\right]\right) \\
& \quad \equiv g\left\{\left(\begin{array}{ll}
a & b \\
c & d
\end{array}\right), \quad(p, q), z\right\} \tag{2.3a}
\end{align*}
$$

where $a d-b c=1$ and

$$
\begin{align*}
& a=\cos 2 s-\beta s^{-1} \sin 2 s, \quad s= \pm \sqrt{\left(\alpha \gamma-\beta^{2}\right)} \\
& b=-\alpha s^{-1} \sin 2 s \\
& c=\gamma s^{-1} \sin 2 s \\
& d=\cos 2 s+\beta s^{-1} \sin 2 s  \tag{2.3b}\\
& p=\frac{1}{2}(\gamma \epsilon-\beta \delta) s^{-2}(1-\cos 2 s)+\frac{1}{2} \delta s^{-1} \sin 2 s \\
& q=\frac{1}{2}(\beta \epsilon-\alpha \delta) s^{-2}(1-\cos 2 s)+\frac{1}{2} \epsilon s^{-1} \sin 2 s \\
& z=\theta-\frac{1}{4}\left(\alpha \delta^{2}+\gamma \epsilon^{2}-2 \beta \delta \epsilon\right) s^{-2}\left(1-\frac{1}{2} s^{-1} \sin 2 s\right)
\end{align*}
$$

The group composition law, *, may be established to be

$$
\begin{align*}
& g^{\prime}\left\{\mathbf{M}^{\prime}, \mathbf{u}^{\prime}, z^{\prime}\right\} * g\{\mathbf{M}, \mathbf{u}, z\} \\
& \quad=g^{\prime \prime}\left\{\mathbf{M}^{\prime} \mathbf{M}, \mathbf{u}^{\prime} \mathbf{M}+\mathbf{u}, z^{\prime}+z+\frac{1}{2} \mathbf{u}^{\prime} \mathbf{M} \Omega \mathbf{u}^{T}\right\} \tag{2.4a}
\end{align*}
$$

where

$$
\mathbf{M} \equiv\left(\begin{array}{ll}
a & b  \tag{2.4b}\\
c & d
\end{array}\right), \quad \mathbf{u} \equiv(p, q), \quad \mathbf{u}^{T} \equiv\binom{p}{q}, \quad \Omega=\left(\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right) .
$$

The unit element is given by $e=g\{\mathbb{1}, 0,0\}$ and the inverse is $[g\{\mathbf{M}, u, z\}]^{-1}=g\left\{\mathbf{M}^{-1},-\mathbf{u} \mathbf{M}^{-1},-z\right\}$. The adjoint action of the group on the algebra may be found, and it can be ascertained to consist of six distinct orbits. ${ }^{10}$ Representative of these orbits are $\mathbb{P}^{2}, \mathbb{P}^{2}+\mathbb{Q}, \mathbb{P}^{2}+\mathbb{Q}^{2}, \mathbb{P}^{2}-\mathbb{Q}^{2}, \mathbb{P}$, and $\mathbb{I}$, the first four of which are germane to the present work since they include a $\mathbb{P}^{2}$ term. The algebra $w s p(2, \mathbb{R})$ is thus the common dynamical algebra for the free particle, the linear potential (or free fall, $\mathbb{P}^{2}+\mathbb{Q}$ ), the harmonic $\left(\mathbb{P}^{2}+\mathbb{Q}^{2}\right)$ and the repulsive $\left(\mathbb{P}^{2}-\mathbb{Q}^{2}\right)$ oscillators. Moreover, this six-dimensional algebra is the largest finite algebra with a semisimple factor within $\bar{w}{ }^{11}$

Let us now turn to the generalized representation basis where $\mathbb{Q}$ is diagonal, i.e., $\mathbb{Q} f(x)=x f(x)$. In this basis, the Weyl group acts as a Lie transformation group through

$$
\begin{align*}
\mathbf{g}: f(x) \mapsto & {[g\{\mathbb{I},(p, q), \mathbf{z}\} f](x) } \\
& =\exp \left[i\left(z+\frac{1}{2} p q+p x\right)\right] f(x+q) \tag{2.5a}
\end{align*}
$$

The $\operatorname{Sp}(2, \mathbb{R})$ group is generated by $u p$-to-second-order operators in these generators, and its action is that of a group of integral transforms ${ }^{12}$ :

$$
g: f(x) \mapsto\left[g\left[\left(\begin{array}{ll}
a & b  \tag{2.5b}\\
c & d
\end{array}\right), 0,0\right\} f\right](x)=\int_{\mathbf{R}} d x^{\prime} C_{\mathbf{M}}\left(x, x^{\prime}\right) f\left(x^{\prime}\right)
$$

with kernel ${ }^{13}$

$$
\begin{equation*}
C_{\mathrm{M}}\left(x, x^{\prime}\right)=(2 \pi b)^{-1 / 2} e^{-i \pi / 4} \exp \left[i\left(a x^{\prime 2}-2 x x^{\prime}+d x^{2}\right) / 2 b\right] \tag{2.5c}
\end{equation*}
$$

which is unitary in $\mathscr{L}^{2}(\mathbb{R})$. In the two-parameter subgroup of $\operatorname{Sp}(2, \mathbb{R})$ of lower triangular matrices [those with $b=0$, generated by all algebra elements with no $\mathbb{P}^{2}$ summand in (2.3a), $\alpha=0$ ] the integral transform (2.5b) collapses to a Lie transformation group action,

$$
\begin{align*}
g: f(x) \mapsto & {\left[g\left\{\left(\begin{array}{cc}
a & 0 \\
b & a^{-1}
\end{array}\right), 0,0\right\} f\right](x) } \\
& =a^{-1 / 2} \exp \left[\left(i c x^{2} / 2 a\right)\right] f(x / a) . \tag{2.6}
\end{align*}
$$

The full WSp $(2, \mathbb{R})$ group action may be obtained through the composition of $(2.5 a)$ and $(2.5 b)$. The composition of integral transforms (2.5) follows the group composition property (2.4) modulo a sign ${ }^{12}$ [it is a faithful representation of the twofold covering of $\mathrm{Sp}(2, \mathbb{R})$, called the metaplectic group $\mathbf{M p}(2, \mathbb{R})]$. Thus, there exists a local isomorphism between $\mathrm{WSp}(2, \mathbb{R})$, the hiperdifferential operators (2.3a), and the integral transforms (2.5). In the limit $\mathbf{M} \rightarrow \mathbb{I}$ (or $b \rightarrow 0$, with $\arg b \in[-\pi, 0])$, the integral kernel $(2.5 \mathrm{c})$ has as weak limit a Dirac $\delta$, as can be inferred from (2.6). Finally, the inverse of the integral transform (2.5) associated with a matrix $\mathbf{M}$ is that corresponding to $\mathbf{M}^{-1}$; it has a kernel which is the complex conjugate of the original one.

One can subject the $\mathrm{WSp}(2, \mathbb{R})$ integral transform action to analytic continuation in the complex parameter plane, with certain restrictions. In order that the domain remain $\mathscr{L}^{2}(\mathbb{R})$, one needs that $\operatorname{Im} b^{*} a \geqslant 0$ and, when $a=0$, then $\operatorname{Im} b=0$. [This defines a subsemigroup of $\operatorname{Sp}(2, \mathrm{C})$, called $\mathrm{HSp}(2, \mathrm{C})$.] The elements of the complex-extended integral transform semigroup can be made to have the unitarity property when we consider them as mappings between $\mathscr{L}^{2}(\mathbb{R})$ and Bargmann-Fock-Segal-type Hilbert spaces of analytic functions ${ }^{14} \mathscr{B}_{M}$ whose defining inner product is on the complex plane:

$$
\begin{align*}
& (f, g)_{\mathrm{M}}=\int_{C} d \mu_{\mathrm{M}}\left(\xi, \xi^{*}\right) f^{*}(\xi) g(\xi)  \tag{2.7a}\\
& d \mu_{\mathrm{M}}\left(\xi, \xi^{*}\right)= \\
& \begin{aligned}
& 2(2 \pi v)^{-1 / 2} \exp \left[\left(v \xi^{2}-2 \xi \xi^{*}\right.\right. \\
&\left.\left.\quad+v^{*} \xi^{* 2}\right) / 2 v\right] d \operatorname{Re} \xi d \operatorname{Im} \xi \\
& v=a^{*} d-b^{*} c, \quad v=2 \operatorname{Im} b^{*} a .
\end{aligned} \tag{2.7b}
\end{align*}
$$

The transform kernel inverse to that corresponding to $\mathbf{M}$ [(2.7b)] is obtained by putting $\mathbf{M}^{-1}$ in (2.7a), and thus maps $\mathscr{B}_{\mathrm{M}}$ back to $\mathscr{L}^{2}(\mathbb{R})$.

In essence, we use $\operatorname{HSp}(2, C)$ in order to act through similarity on the relevant ("Galilei"-type) quantum group $\widetilde{G}$, and correspondingly on its generators (adjoint action of the
group on a subalgebra). This is required to perform the task of diagonalizing the Hamiltonian-generated time evolution group [see (2.3a)]. If this matrix cannot be diagonalized-the first two cases to be considered-then it should at least reduce to a triangular matrix having an invariant subspace.

In terms of generators, diagonalizing the Hamiltonian under consideration means rotating it onto the change-ofscale operator $\frac{1}{2}\{\mathbb{P}, \mathbb{Q}\}_{+}=-i\left(x \partial / \partial x+\frac{1}{2}\right)$. This may be done using $\mathrm{Sp}(2, \mathbb{R})$ transformations in the repulsive oscillator case, where $\frac{1}{2}\left(\mathbb{P}^{2}-\mathbb{Q}^{2}\right)$ and $\frac{1}{2}\{P, Q\}_{+}$belong to the same orbit under $\operatorname{Sp}(2, \mathbb{R})$. In the harmonic oscillator case, $\frac{1}{2}$ $\left(\mathbb{P}^{2}+\mathbb{Q}^{2}\right)$ and $\frac{1}{2}\{\mathbb{P}, \mathbb{Q}\}_{+}$are in different orbits under $\mathrm{Sp}(2, \mathbb{R})$, but on the same orbit under $\operatorname{HSp}(2, \mathrm{C})$. They are mapped onto each other by the Bargmann transform; this will change the structure of (i.e., the inner product defining) the Hilbert space.

Having defined this operational machinery, we now turn to the study of polarizations for the approach described in the previous section and for the four one-dimensional systems mentioned above.

## 3. THE CASE OF THE FREE PARTICLE

This is the simplest case; since there is no interaction, $k=0$ (Sec. 1), and $\widetilde{G}$ is directly given by the central extension of the ordianry Galilei group $G$ by $U(1)$, i.e., $\widetilde{G} \equiv \widetilde{G}_{(m)}{ }^{.5}$ Since for the free particle only the kinetic term is relevant, the elements of $\widetilde{G}_{(m)}$ are given by the subgroup of $\mathrm{WSp}(2, \mathbb{R})$, which is generated by $H_{\text {free }}=\mathbb{P}^{2} / 2 m(\alpha=-t / 2 m)$ and the Weyl subgroup in (2.3a), i.e., by

$$
\begin{align*}
\widetilde{G}_{(m)} & =g\left\{\left(\begin{array}{cc}
1 & t / m \\
0 & 1
\end{array}\right), \quad(p, q), \theta\right\} \\
& =\exp \left(-i \frac{\mathbf{P}^{2}}{2 m} t\right) \exp [i(p \mathbb{Q}+q P+\theta \mathbb{I})] \tag{3.1}
\end{align*}
$$

The composition law (2.4) applied to (3.1) reproduces thus the usual one:

$$
\begin{align*}
& t^{\prime \prime}=t^{\prime}+t \\
& p^{\prime \prime}=p^{\prime}+p  \tag{3.2}\\
& q^{\prime \prime}=q^{\prime}+q+\left(p^{\prime} / m\right) t \\
& \theta^{\prime \prime}=\theta^{\prime}+\theta+\frac{1}{2}\left(p q^{\prime}-p^{\prime} q\right)+(1 / 2 m) p p^{\prime} t
\end{align*}
$$

in terms of the evolution space variables $(t, p, q)$ and the Bargmann cocyle ${ }^{15}$ for the $U(1)$ part of $\widetilde{G}_{(m)}$.

The left invariant vector fields are easily derived from (3.2) with the result

$$
\begin{align*}
& X_{t}^{L}=\frac{\partial}{\partial t}+\frac{p}{m} \frac{\partial}{\partial q}, \quad\left[X_{v}^{L} X_{t}^{L}\right]=X_{q}^{L}, \\
& X_{q}^{L}=\frac{\partial}{\partial q}-\frac{1}{2} p \Xi, \quad\left[X_{q}^{L} X_{v}^{L}\right]=m X_{\zeta}^{L},  \tag{3.3}\\
& X_{v}^{L}=m \frac{\partial}{\partial p}+\frac{m}{2} q \Xi, \quad[\text { all others }]=0, \\
& X_{\zeta}^{L}=i \zeta \frac{\partial}{\partial \zeta}=\Xi,
\end{align*}
$$

where $\zeta=\exp i \theta$ and the subindices $t, q$, and $v$ indicate that
they parametrize translations in time, position, and velocity ("boosts"). The "vertical" component of the canonical form satisfies $\Theta\left(X_{t} ; X_{q} ; X_{v}\right)=0, \Theta\left(X_{\zeta}\right)=1$ and is given by $\Theta=\frac{1}{2}$ $(p d q-q d p)-\left(p^{2} / 2 m\right) d t+d \xi / i \xi$; it is easily verified that $\mathscr{C}_{\Theta}$ generated by $X_{i}$.

It is now clear that the definition of polarization given in Sec. 1 requires us to take as wave functions $\mathbb{C}$-valued functions on $\widetilde{\boldsymbol{G}}_{(m)}$ satisfying the conditions

$$
\begin{align*}
& X_{t}^{L} \cdot \psi(q, p, \zeta, t)=0,  \tag{3.4a}\\
& X_{q}^{L} \cdot \psi(q, p, \zeta, t)=0, \tag{3.4b}
\end{align*}
$$

and ${ }^{16}$

$$
\begin{equation*}
\Xi \cdot \psi=i \psi \tag{3.5}
\end{equation*}
$$

Thus, $X_{q}$ and $X_{t}$ generate the polarizations ( $X_{q}$ and $X_{t}$ determine a maximal-and abelian-invariant subgroup in $G .{ }^{17}$ ) In fact, $X_{t}$ gives in (3.4a) the Schrödinger equation in momentum space $i(\partial / \partial t) \psi=\left(p^{2} / 2 m\right) \psi$ once $(3.4 \mathrm{~b})$ and (3.5) have been taken into account. ( $\hbar=h / 2 \pi$ has been put equal to unity throughout.)

The polarization defined by $X_{q}$ we may now call the natural polarization by observing that the part of $\widetilde{G}_{(m)}$, which corresponds to the evolution operator

$$
g\left\{\left(\begin{array}{cc}
1 & t / m  \tag{3.6}\\
0 & 1
\end{array}\right),(0,0), 0\right\}
$$

leaves the subspace $(0, q)$ invariant; this is a way of rephrasing the definition of Sec. 1 . The fact that the triangular matrix (3.6) is not diagonizable indicates that this is the only polarization which may be defined for the free particle in a natural way. Of course, we may now give the Schrödinger equation in configuration space. To do this, it is necessary to apply a transformation [an automorphism external to $\widetilde{G}_{(m)}$ but internal to $\mathrm{Sp}(2, \mathbb{R})]$ capable of interchanging the roles of $p$ and $q$. Such a transformation is (up to a phase $e^{-i \pi / 4}$ ) the Fourier transform given by

$$
g_{\mathscr{F}}\left\{\left(\begin{array}{cc}
0 & 1  \tag{3.7}\\
-1 & 0
\end{array}\right), 0,0\right\}
$$

which determines the well-known integral kernel $1 / \sqrt{2 \pi}$ $\exp (-i p q)$ in $(2.5 c)$.

## 4. THE FREE FALL

We now turn to the quantization of the particle in free fall. The dynamical group for this case is the subgroup of $\mathrm{WSp}(2, \mathbb{R})$ given by

$$
\begin{equation*}
\exp \left(-i t H_{f f}\right) \exp [i(p \mathbb{Q}+q \mathbb{P}+\theta \mathbb{I})] \tag{4.1}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{f f}=\mathbb{P}^{2} / 2 m+F \mathbb{Q} \tag{4.2}
\end{equation*}
$$

Using (2.3) for each factor and (2.4) for the product of the two exponentials, we obtain

$$
\begin{gather*}
\tilde{g}\left\{\left(\begin{array}{cc}
1 & t / m \\
0 & 1
\end{array}\right),\left(p-F t, q-\frac{F}{2 m} t^{2}\right)\right. \\
\left.\theta+\frac{1}{2} q F t-p \frac{F t^{2}}{4 m}+\frac{F^{2} t^{3}}{12 m}\right\} \tag{4.3}
\end{gather*}
$$

This group gives for the evolution variables the same composition law as for the free particle, except for the $U(1)$ part for
whose exponent $\theta$ we now obtain

$$
\begin{align*}
\theta^{\prime \prime}= & \theta^{\prime}+\theta+\frac{1}{2}\left[\left(p q^{\prime}-p^{\prime} q\right)+\frac{p p^{\prime}}{m} t\right] \\
& -F\left(q^{\prime} t+\frac{1}{2 m} p^{\prime} t^{2}\right) \tag{4.4}
\end{align*}
$$

The left invariant vector fields are given by

$$
\begin{array}{ll}
X_{t}^{L}=\frac{\partial}{\partial t}+\frac{p}{m} \frac{\partial}{\partial q}-(F q) \Xi, & {\left[X_{v}^{L}, X_{t}^{L}\right]=X_{q}^{L}} \\
X_{q}^{L}=\frac{\partial}{\partial q}-\frac{1}{2} p \Xi, & {\left[X_{q}^{L}, X_{v}^{L}\right]=m X_{\zeta}^{L}} \\
X_{v}^{L}=m \frac{\partial}{\partial p}+\frac{m}{2} q \Xi, & {\left[X_{t}^{L}, X_{q}^{L}\right]=F X_{\xi}^{L}} \\
X_{\zeta}^{L}=\mathrm{i} \xi \frac{\partial}{\partial \zeta}=\Xi, & {[\text { all others }]=0} \tag{4.5}
\end{array}
$$

It is clear that, when $F \rightarrow 0,(4.5)$ reproduces (3.3). The fact that two parameters ( $m$ and $F$ ) label the extension $\left(\widetilde{G}_{(m, F)}\right)$ of the Galilei group $G$ is due to its one-dimensional character; this group has a two-dimensional space of extensions (the space of the extensions of the ordinary 10 -dimensional $G$ is labeled by the mass only). The fact that $G$ is the common starting point for the free particle and the free fall case merely reflects that the invariance group of the one-dimensional equation $F=m d^{2} q / d t^{2}$ is the same for $F=0$ and for $F=$ const $\neq 0$.

To define polarization, we now observe that $\left[X_{t}^{L}, X_{q}^{L}\right] \neq 0$ contrarily to what happened in the free case. We now take the invariant subalgebra generated by $X_{q}^{L}$ and

$$
\begin{equation*}
X_{C}^{L}=X_{i}^{L}+\frac{F}{m} X_{v}^{L}=\frac{\partial}{\partial t}+\frac{p}{m} \frac{\partial}{\partial q}+F \frac{\partial}{\partial p}-\frac{F}{2} q \Xi ; \tag{4.6}
\end{equation*}
$$

note that the basic commutator $\left[X_{q}, X_{v}\right]=m E$ is not altered by the above redefinition, but that now

$$
\begin{equation*}
\left[X_{C}^{L}, X_{q}^{L}\right]=0 \tag{4.7}
\end{equation*}
$$

as in the free particle case.
To obtain the Schrödinger equation, we now require that the functions on $\widetilde{G}$ satisfy the polarization conditions

$$
\begin{equation*}
X_{C}^{L} \cdot \psi(q, p, t, \zeta)=0, \quad X_{q}^{L} \cdot \psi=0 \tag{4.8}
\end{equation*}
$$

and the equivariance condition $\Xi \cdot \psi=i \psi$. This condition and $X_{C}^{L} \cdot \psi=0$ give for $\psi$ the form

$$
\begin{equation*}
\psi=\zeta \varphi(p, t) e^{i q p / 2} \tag{4.9}
\end{equation*}
$$

and then $X_{C} \cdot \psi=0$ yields

$$
\begin{equation*}
\left(i \frac{\partial}{\partial t}-\frac{p^{2}}{2 m}+F i \frac{\partial}{\partial p}\right) \varphi(p, t)=0 \tag{4.10}
\end{equation*}
$$

i.e., the Schrödinger equation for the linear potential in the momentum representation. Again configuration space expressions are gained through the Fourier transform (3.7).

To fully characterize the process leading to the determination of the natural polarization, it is now important to ascertain the meaning of $X_{C}^{L}$, the polarization which determines the temporal evolution of the system and, according$l y$, the quantum wave equation once all the other conditions have been taken into account. To do this, it is necessary to
evaluate again the canonical 1-form on $\widetilde{G}$ and, more specifically, its "vertical" component $\Theta^{L}$. The result is

$$
\Theta^{L}=\frac{1}{2}(p d q-q d p)-\left(p^{2} / 2 m-F q\right) d t+d \zeta / i \zeta .(4.11)
$$

Let us now derive the equations of the characteristic module generated by the vector fields such that

$$
\begin{equation*}
i_{X} \Theta=0, \quad i_{X} d \Theta=0 \tag{4.12a}
\end{equation*}
$$

where $X$ is the vector field of generic components

$$
\begin{equation*}
X=X^{t} \frac{\partial}{\partial t}+X^{q} \frac{\partial}{\partial q}+X^{v} \frac{\partial}{\partial p}+X^{\varsigma} i \zeta \frac{\partial}{\partial \zeta} \tag{4.12b}
\end{equation*}
$$

Equation (4.12a) gives

$$
\begin{equation*}
X^{t}=1, \quad X^{q}=p / m, \quad X^{v}=F, \quad X^{\zeta}=-\frac{1}{2} F q \tag{4.13}
\end{equation*}
$$

i.e., the characteristic vector field is $X_{C}^{L}$, the part of the polarization (Sec. 1) which generates the quantum equations of motion. This was to be expected; the integral curves of $X_{C}^{L}$ give also the classical equations of motion,

$$
\begin{equation*}
p=F t+p_{0}, \quad q=\frac{1}{2}(F / m) t^{2}+\left(p_{0} / m\right) t+q_{0} \tag{4.14a}
\end{equation*}
$$

plus

$$
\begin{equation*}
\zeta=z \exp \left\{-\frac{1}{2} i F\left[\frac{1}{6}(F / m) t^{3}+\left(p_{0} / 2 m\right) t^{2}+q_{0} t\right]\right\} \tag{4.14b}
\end{equation*}
$$

(4.14a) shows that one could have started from the quantum group $\widetilde{G}_{(m, F)}$ without physically identifying its parameters since the equations of motion provide directly the adequate correspondence with the evolution space variables.

It is interesting to remark at this stage that one can establish the connection with the usual quantization formalism by defining a contact 1 -form on the manifold of solutions of the classical problem as parametrized by the constants of the motion (initial position $q_{0}$ and momentum $p_{0}$ ). Indeed one may check that on such manifold $\left(\widetilde{G} / \mathscr{C}_{\Theta}\right.$, where $\mathscr{C}_{\Theta}$ is the characteristic manifold), $\Theta$ is written

$$
\begin{equation*}
\Theta=\frac{1}{2}\left(p_{0} d q_{0}-q_{0} d p_{0}\right)+d z / i z \tag{4.15}
\end{equation*}
$$

We have not pursued this latter path so as to emphasize how the procedure outlined in Sec. $1^{1}$ allows us to perform the quantization directly on $\widetilde{G}$.

To conclude this section, we mention that the basic quantum operators may be obtained from the right invariant vector fields: from

$$
\begin{equation*}
X_{q}^{R}=\frac{\partial}{\partial q}+\left(\frac{p}{2}-F t\right) \Xi \tag{4.16a}
\end{equation*}
$$

and

$$
\begin{equation*}
X_{v}^{R}=t \frac{\partial}{\partial q}+m \frac{\partial}{\partial p}+\left(-\frac{m}{2} q+\frac{p}{m} t+\frac{F}{2} t^{2}\right) \Xi \tag{4.16b}
\end{equation*}
$$

it may be easily derived that, on $\varphi(p, t), \hat{p}$ and $\hat{q}$ are represented by $p$ and $i \partial / \partial p$ through imposing that the eigenvalues of $\hat{P} \equiv-i X_{q}^{R}$ and $\hat{K} \equiv(i / m) X_{v}^{R}$ be the corresponding constants of motion.

## 5. THE HARMONIC OSCILLATOR

For the case of the harmonic oscillator, the quantum dynamical group is the subgroup of $\mathrm{WSp}(2, \mathbb{R})$ obtained from $\exp \left(-i H_{h_{0}} t\right) \cdot \exp [i(p \mathbb{Q}+q \mathbb{P}+\theta \mathbb{I})]$. Since the quantum

Hamiltonian is given by

$$
\begin{equation*}
H_{h_{v}}=\mathbb{P}^{2} / 2 m+\frac{1}{2} m \omega^{2} \mathbb{Q}^{2}, \tag{5.1}
\end{equation*}
$$

the result of evaluating $\exp \left(-i H_{h_{0}} t\right) \exp [i(p \mathbb{Q}+q \mathbb{P}+\theta \mathbb{I})]$ is

$$
\widetilde{G}_{(m, \omega)}=\tilde{g}\left\{\left(\begin{array}{cc}
\cos \omega t & \frac{1}{m \omega} \sin \omega t  \tag{5.2}\\
-m \omega \sin \omega t & \cos \omega t
\end{array}\right), \quad(p, q), \theta\right\}
$$

[seeEqs.(2.3)with $\alpha=-t / 2 m, \gamma=-m \omega^{2} t / 2, s= \pm \omega t /$ 2], which characterizes the group we take as our starting point.

The composition law (2.4) induces the following one for the evolution space variables and $\theta$ :

$$
\begin{align*}
t^{\prime \prime}= & t^{\prime}+t, \\
p^{\prime \prime}= & p+p^{\prime} \cos \omega t-m \omega q^{\prime} \sin \omega t, \\
q^{\prime \prime}= & q+(1 / m \omega) p^{\prime} \sin \omega t+q^{\prime} \cos \omega t,  \tag{5.3}\\
\theta^{\prime \prime}= & \theta^{\prime}+\theta^{\prime}+\frac{1}{2}\left[\left(p q^{\prime}-q p^{\prime}\right) \cos \omega t\right. \\
& \left.\quad+\left(p p^{\prime} / m \omega-m \omega q q^{\prime}\right) \sin \omega t\right],
\end{align*}
$$

which in the free limit $\omega \rightarrow 0$ gives (3.2) as it should. Clearly, we could continue and define left invariant vector fields on $\widetilde{G}_{(m, \omega)}$. Nevertheless, it is already evident that the basis (5.3) of the evolution space is not the adequate one; the matrix which determines the evolution operator in (5.2) leaves neither the $p$ nor the $q$ subspaces invariant, indicating that a polarization is not immediately obtained. The matrix of the time evolution subgroup, however, is diagonalizable in this case, and the diagonalizing matrix is

$$
\mathbf{B}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\sqrt{m \omega} & -i / \sqrt{m \omega}  \tag{5.4}\\
-i \sqrt{m \omega} & 1 / \sqrt{m \omega}
\end{array}\right) .
$$

Again, this is an automorphism external to $\widetilde{G}_{(m, \omega)}$ but internal to $\mathrm{HSp}(2, \mathrm{C})$. Once B has been applied to (5.2), the elements of the transformed $\widetilde{\boldsymbol{G}}_{(m, \omega)}$ are written

$$
g\left\{\left(\begin{array}{cc}
e^{i \omega t} & 0 \\
0 & e^{-i \omega t}
\end{array}\right), \quad \sqrt{m / \omega}\left(i C^{+}, C\right), \theta\right\}=\mathbf{B} \tilde{g} \mathbf{B}^{-1},(5.5)
$$

where $C=(1 / m \sqrt{2})(m \omega q+i p)$ and the composition law is given by

$$
\begin{align*}
& C^{\prime \prime+}=C^{\prime+} e^{i \omega t}+C^{+} \\
& C^{\prime \prime}=C^{\prime} e^{-i \omega t}+C  \tag{5.6}\\
& \theta^{\prime \prime}=\theta^{\prime}+\theta+\frac{1}{2}\left[i C^{\prime} C^{+} e^{-i \omega t}-i C^{\prime+} C e^{i \omega t}\right] \\
& t^{\prime \prime}=t^{\prime}+t
\end{align*}
$$

It is now clear that $X_{t}^{L}$ and $X_{C}^{L}$ are appropriate to define the polarization, and since

$$
\begin{align*}
& X_{t}^{L}=\frac{\partial}{\partial t}-i \omega C \frac{\partial}{\partial C}+i \omega C^{+} \frac{\partial}{\partial C^{+}}  \tag{5.7}\\
& X_{C}^{L}=\frac{\partial}{\partial C}-\frac{i}{2} C^{+} \bar{\Xi}
\end{align*}
$$

the conditions $X_{C}^{L} \cdot \psi=0$ and $X_{t}^{L} \cdot \psi=0$ give

$$
\begin{equation*}
\psi=\zeta \varphi\left(C^{+}, t\right) e^{-C+C / 2} \tag{5.8a}
\end{equation*}
$$

and
belong to different orbits in $\operatorname{sp}(2, \mathbb{R})$ under the adjoint action of $\operatorname{Sp}(2, \mathbb{R})$, but may be brought into similarity through $g_{B}$, a transformation in $\mathrm{HSp}(2, \mathrm{C})$, obtained from (2.5) with $B$ given by (5.4). This transformation corresponds to a rotation by $i \pi / 4$ around the $\frac{1}{4}\left(\mathbb{P}^{2}-\mathbb{Q}^{2}\right)$ axis (see Ref. 10 , Sec. 9.2). The eigenfunctions of the change-of-scale generator are the (complex) power functions, i.e., essentially (5.13).

## 6. THE REPULSIVE "OSCILLATOR"

We complete our study of the one-dimensional potentials by considering the somewhat unphysical potential $-\frac{1}{2} m \omega^{2} \mathbb{Q}^{2}$, the repulsive "oscillator." For it we find

$$
\begin{align*}
\exp \{ & \left.-i t\left[(1 / 2 m) \mathbb{P}^{2}-\frac{1}{2} m \omega^{2} \mathbb{Q}^{2}\right]\right\} \\
& \times \exp [i(p \mathbb{Q}+q \mathbb{P}+\theta \mathbb{I})] \\
& =g\left\{\left(\begin{array}{cc}
\cosh \omega t & \sinh \omega t / m \omega \\
m \omega \sinh \omega t & \cosh \omega t
\end{array}\right), \quad(p, q), \theta\right\} \tag{6.1}
\end{align*}
$$

and

$$
\begin{align*}
t^{\prime \prime}= & t^{\prime}+t \\
q^{\prime \prime}= & q+q^{\prime} \cosh \omega t+\frac{p^{\prime}}{m \omega} \sinh \omega t \\
p^{\prime \prime}= & p+p^{\prime} \cosh \omega t+m \omega q^{\prime} \sinh \omega t  \tag{6.2}\\
\theta^{\prime \prime}= & \theta^{\prime}+\theta+\frac{1}{2}\left[\left(p q^{\prime}-p^{\prime} q\right) \cosh \omega t\right. \\
& \left.\quad+\left(p p^{\prime} / m \omega-q q^{\prime} m \omega\right) \sinh \omega t\right]
\end{align*}
$$

for the group law.
To define the polarization adequate for this problem, we may follow the same pattern as for the harmonic oscillator. The time evolution operator $\exp \left(-i H_{r_{0}} t\right)$ is not diagonal, but diagonalizable by the $\operatorname{Sp}(2, \mathbb{R})$ transformation

$$
\mathbf{R}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
\sqrt{m \omega} & 1 / \sqrt{m \omega}  \tag{6.3a}\\
-\sqrt{m \omega} & 1 / \sqrt{m \omega}
\end{array}\right)
$$

which defines the new group variables

$$
\begin{equation*}
\alpha=\frac{1}{\sqrt{m \omega}} \frac{m \omega q+p}{\sqrt{2}}, \quad v=\frac{1}{\sqrt{m \omega}} \frac{m \omega q-p}{\sqrt{2}} \tag{6.3b}
\end{equation*}
$$

in terms of which the Hamiltonian is written $H=-\omega \alpha \nu$. In terms of these variables (6.1) reads

$$
g\left\{\left(\begin{array}{cc}
e^{\omega t} & 0  \tag{6.4a}\\
0 & e^{-\omega t}
\end{array}\right), \quad(\alpha, v), \theta\right\}
$$

where the time evolution part has been diagonalized, and (6.2) is given by

$$
\begin{align*}
& t^{\prime \prime}=t^{\prime}+t \\
& \alpha^{\prime \prime}=\alpha+\alpha^{\prime} e^{\omega t} \\
& v^{\prime \prime}=v+v^{\prime} e^{-\omega t}  \tag{6.4b}\\
& \theta^{\prime \prime}=\theta+\theta^{\prime}+\frac{1}{2}\left[\alpha v^{\prime} e^{-\omega t}-\alpha^{\prime} v e^{\omega t}\right]
\end{align*}
$$

We now may proceed to evaluate the left-invariant vector fields, which are

$$
\begin{align*}
& X_{t}^{L}=\frac{\partial}{\partial t}+\alpha \frac{\partial}{\partial \alpha}-v \frac{\partial}{\partial v} \\
& X_{\alpha}^{L}=\frac{\partial}{\partial \alpha}+\frac{v}{2} \Xi \\
& X_{v}^{L}=\frac{\partial}{\partial v}-\frac{\alpha}{2} \Xi  \tag{6.5}\\
& X_{\zeta}^{L}=\Xi
\end{align*}
$$

and the vertical component of the canonical 1-form,

$$
\begin{equation*}
\Theta=\frac{1}{2}(\alpha d v-v d \alpha)+\omega \alpha v d t+d \zeta / i \zeta \tag{6.6}
\end{equation*}
$$

It is now easily seen that the vector fields defining a polarization are given by $X_{t}^{L}$ and $X_{\alpha}^{L}$ and that, as it should, $X_{t}^{L}$ is the characteristic vector field of $\Theta$. The conditions $\Xi \cdot \psi=i \psi$ and $X_{\alpha}^{L} \cdot \psi=0$ give

$$
\begin{equation*}
\psi=\zeta \varphi(v, t) e^{i v \alpha / 2} \tag{6.7}
\end{equation*}
$$

and $X_{t}^{L} \cdot \psi=0$ finally yields

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}-\omega v \frac{\partial \varphi}{\partial v}=0 \tag{6.8}
\end{equation*}
$$

By a reasoning analogous to that leading to (5.12), the true Schrödinger equation is written

$$
\begin{equation*}
\frac{\partial \varphi}{\partial t}=\omega\left(v \frac{\partial}{\partial v}+\frac{1}{2}\right) \varphi . \tag{6.9}
\end{equation*}
$$

In fact, the presence of the $\frac{1}{2}$ term can also be justified by unitarity considerations: The transformation $\mathbf{R}[(6.3 a)]$ maps $\mathscr{L}^{2}(\mathbb{R})$ unitarily on $\mathscr{L}^{2}(\mathbb{R})$ in $v$. The separated solutions of (6.9) are, again up to a constant $a_{\mu}$,

$$
\begin{equation*}
a_{\mu} v^{\mu} e^{(\mu+1 / 2) t} \tag{6.10}
\end{equation*}
$$

for $\mu$ complex. Although these functions do not belong to $\mathscr{L}^{2}(\mathbb{R})$, they constitute a generalized basis for $\mathscr{L}^{2}(\mathbb{R})$ eigenbasis for $\frac{1}{2}\{\mathbb{Q}, \mathbb{P}\}_{+}$. This is the bilateral Mellin transform basis (Ref. 10, Sec. 8.2),

$$
\begin{align*}
& (2 \pi)^{-1 / 2} v_{ \pm}^{-1 / 2+i \lambda}, \quad \lambda \in \mathbb{R},  \tag{6.11a}\\
& v_{+}=\left\{\begin{array}{ll}
v & v \geqslant 0, \\
0, & v<0,
\end{array} \quad v_{-}=\left\{\begin{array}{cc}
0, & v \geqslant 0, \\
-v, & v<0,
\end{array}\right.\right. \tag{6.11b}
\end{align*}
$$

i.e., (6.10) with $a_{\mu}=(2 \pi)^{-1 / 2}$ and $\mu=-\frac{1}{2}+i \lambda$. The Mellin basis is Dirac-orthonormal and complete, and its eigenvalues under $\frac{1}{2}\{\mathbb{Q}, \mathbb{P}\}_{+}$cover twice the real line. Hence,

$$
\begin{align*}
\omega_{\sigma, \lambda}(v, t)=(2 \pi)^{-1 / 2} v^{-1 / 2+i \lambda} e^{i \lambda t} & \\
& \sigma= \pm 1, \lambda \in \mathbb{R} \tag{6.12}
\end{align*}
$$

is the $\mathscr{L}^{2}$-complete Dirac-orthonormal set of solutions of (6.9). [The importance of the $\frac{1}{2}$ additive term in the Schrödinger equation-which merely shifts the whole spectrum for the case of the harmonic oscillator-is seen in this example since, otherwise, the time part in (6.10) would adopt the unsuitable form $e^{(-1 / 2+i \lambda) t}$ instead of $e^{i \lambda t}$.]

In order to recover the wave functions in configuration space, we apply the inverse of the transform $\mathbf{R}$ of (6.3a) (for $m=\omega=1)$. This is a rotation by $\pi / 4$ around the $\frac{1}{4}\left(\mathbb{P}^{2}+\mathbb{Q}^{2}\right)$ axis-in fact, the square root of the Fourier transformwhich through its action on the algebra, brings the repulsive oscillator $\frac{1}{2}\left(\mathbb{P}^{2}-\mathbb{Q}^{2}\right)$ onto the change of scale operator
$\frac{1}{2}\{\mathbb{Q}, \mathbb{P}\}_{+}$appearing on the right-hand side of (6.9).
The configuration space eigenfunctions are thus the repulsive oscillator wavefunctions

$$
\begin{align*}
\Upsilon_{\sigma, \lambda}(q, t)= & \int_{-\infty}^{\infty} d v \omega_{\sigma, \lambda}(v, t) C_{\mathbf{M}}(v, q)^{*} \\
= & \exp \left[i \pi\left(\frac{1}{2}-i \lambda\right)\right] 2^{-3 / 4} \pi^{-1} \Gamma\left(\frac{1}{2}-i \lambda\right) \\
& \times D_{-1 / 2+i \lambda}\left(-\sigma 2^{1 / 2} e^{3 i \pi / 4} q\right) e^{i \lambda t} \tag{6.13}
\end{align*}
$$

where $D_{\tau}(x)$ is the parabolic cylinder function (see Ref. 19; Chap. 19 and Ref. 10, Secs. 7.5 and 8.2).

## 7. CONCLUSIONS

The above study of all inequivalent one-dimensional quantum systems with up-to-quandratic potentials, which admit a finite-dimensional group, ${ }^{20}$ has shown how a general definition for a quantum manifold (in the sense of the geometric quantization) can be given based on the group. It has also been shown that for each case there exists in our formalism a natural polarization and that the role of the BlattnerKonstant polarization changing transformation (see, e.g., Ref. 4) is played by integral transforms of the group $W S p(2, \mathbb{R})$ or of the semigroup $\operatorname{HS}(2, \mathbb{C})$, which include the four one-dimensional systems considered in this paper.
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